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8.1/8.2 Differential Forms
.

We now understand how to

differentiate and integrate
in multivariable calculus .

We want to connect the two

operations by proving the

fundamental theorem of calculus
.

In one variable , this is

Jabfcx)d× = 5- (b) - F- (a)

whenever flx) = F' (x) . Now

-•[→_
a b



So we can observe : ( in our new language)

[a,b] is a region R

[a,b ] is the closure of (a)b)

{ a ,b} = body(A) = 2h is the

set of frontier or boundary
points of R .

So the theorem has the structure

§dF(× ) dx = 517×101×-5 Fcxldx
{ b} {a}

if we realize that
"
O - dimensional

integration
"

is just evaluation at

the point .



To extend this to higher
dimensional regions , we

' II need

to keep track of several things :

¥-, car is n-1dimensional
.

F something that can be
integrated over in-1) -dimensional
manifolds

dF something that can be
integrated over n-dimensional

manifold



and our goal will be to prove

Stokes 's Theorem :

) DF = FF
r 2h

So what are F and dF ?

They are a special kind of
vector - valued function called

a differential FIM.

Defining differential forms will
take a few classes

.



Definition .

The
'

vector space of linear

maps lRⁿ→tR is called the

deal space CRT?

The dual space is an n
- dimensional

vector space . If IR
"
has the

standard basis É±. . _ in then
-

1112") has a standard deal basis

01×1
, _

. _

, dxn defined by

dx ; (g) = Sij
SO

i ⇒ d×iÑ=v ;



Homework : Prove that { dxi}
is a basis for (Rn)?

Now we can extend this idea :

Definition
.

The vector space

of alternating multilinear functions

tR+;÷Rⁿ→R is denoted 141127 .

We define
1%131=112 .

-

↑ functions with no

we know that inputs are constant

1^1112
"

) is one -dim .

( det)

we call this space
" alt -n- k

"

or
" Lambda-n - k ?



and

11 (Rn ) = (IR
" )*= n - dimensional

Now we want to build a basis

for the "middle guys
" 141127

.

Definition
.

A K - index I in IR
"
is

an ordered lie
,
. .

, ik ) with each

i
; c-
{ 1

,
-

→n} .

Note : When we say
"ordered "

, we

mean that the order of the ij
matters : (7,3 ,

7) and 13,7,7) are

different 3 indices in IR
.

There's
-

also no requirement that the indices
i
; are all different.



Given a K - index I in IR?

we define

d×±(%, . . .Ñk) = det VI

dxi.tv?-)---.dxidvi)=detf:
'

.

.

'

.

'

'

. :

dx
:<(E) - -

- dx
:<

"

⇔
}

where V is the nxk matrix

✓ = [VI. - -¥] and VI is the
submatrix formed by taking
rows ie

,
- -
sik .



Example .

n =3
,
1<=2

.

E- [§] and is-1¥] .

Then if I __ (1,3) ,

V±=[g 01%-1%11=11

and if I = ( 2.2)

4- =/ ¥ ;] 01×1=1%43--0 .



Proposition .

The dimension of

1" (Rn ) is (1) and a basis

for 114112
" ) is given by { dx±}

where I= ( ix. → ik) with

ii. ii. . _ < ik .

Proof
.

Homework .

Example .

1211123) has dimension

(3) = 23¥52, != 6-2--3 .

A basis for 1211123) is given by

01×12
,
01×13 , 01×23



Definition
.

The wedgeproducts
: tic IR

"

) ✗ 14112" ) →1kt (Pi )
is the unique bilinear map

which has

✗In
DX

g-
=
d ✗
II.5)

where if I = Cia , . . > ik) and

J=( ja , -→je) then

(I
,
J ) = ( i

± ,
-, ix. ja, . . . > je)

is the concatenation of I and J.

Examples.
DX
,z
a 01×3 = 01×123

DX
#
a dxzs = & ✗ 11.725



Important example . Suppose

w = a±dx± + azdxz € 11 (R2)

2 = bad✗ ☒
+ bzdxz C- It (R2)

.

Then we compute (bilinearity)

worn = a±b±d×±nd✗±
+ a±bz 01×1^01×2

+ azb, 01×2^01×1
+ azbz dxzndxz

= a ,b± 01×11 + a±bz 01×12
1- Az be 01×21 + azbz dxzz

Now we stop to think .

Exchanging entries in a
multi - index exchanges rows



in a determinant. So it

changes the sign of the result

(alternating) .

This means

d×±±= - d×±± = 0

DX =
- 01%12

d ✗
ya
= -01×22 = 0

SO

way = ( a±bz - azb±) dX±z



Proposition .

The wedge product

n : 1141127×14112
")→Ñᵗ(Rn )

is associative and obeys

way =
C- 1)klnnw .

Proof
. Associativity for basis

elements is formal :

④✗ In 01%-1^01×1<=01×(11,0%12)
but ((I.5) K) is the concatenation

of the multi - indices I.J, K , so

it is the same as ( I. (IK))
.

Thus

( d✗Ind✗g) ndxi-dx.sn/dx,-ndxk)



Now we've already observed

that if I
'
is related to I

by swapping a pair
of indices

,

d✗
±
,
= - d ✗
I .

So

✗In dxj = 01×1=5

= ± DX
#
= DX

,-
nd✗I

where the sign is determined by
how many swaps

it takes to

rearrange

i± . . - ik ja . .
-je→ ja -

- je ie. . - - ik



but it takes K swaps to

move j± to the front

i.
±
. .
. in j±. • • je→ j±i± . _

• ikjz - - je

and then K more for jz , and

eventually Kl total swaps .

Thus

way = C- 1)% n w . ☐

This allows us to prove

Lemma
.

If I = Cia
,
. .

_

,
ik)

then

d×I=d×i±n - - - nd× :*

Note the tack of parentheses !



Let's take stock
.

We've defined

vector spaces 114112")
.

We are

now going
to consider vector

valued functions
.
Whose values

lie in these spaces .

Definition
.

If UCR
"
is an open set,

and w :UcRⁿ→ÑlR
") is a smooth

function
,
we say

w is a

differential K-fo→ on
U

.

The set of K-forms A
"

(U) is an

( infinite-dimensional ) vector space ,



which just means that we may
add and scalar multiply K-forms

using the vector space
structure

on 1%112
")

.

Since our basis for 1%112
" ) doesn't

have a natural order , it's
easier

to think of
"basis functions

" for

a form instead of
"coordinate

functions
"

,
and write

W =
% f☆- DXI
I an

increasing
K- index
in IR"

where f☐ : UCIR
"
→ R

.



Now we're going
to write

W = { fed✗± c- AKLU)
I

for an open UCIR?

On the right hand side, we
know the

{ 01×1=3 span 17112
") so everyvector

in this vector space can be written

as a linear combination of d✗I 's .

The FI'S are the coefficients .

Actually , a subset
of Ed✗ I}

(the ones with increasing indices )

suffices
.

But there's no harm in

summing over every
I if you

want

(and it simplifies things later) .



We now think about notation .

W : a vector valued
function

%→ 2f¥-(3) d×±
↑ TÉlR"

)
⊕

in U

wat) : an element of 1141121 ,
an alternating ,

multilinear

function from CRY
"

→ IR

wCñKv±, . . ik) : a real number.

④
When K -Q

w (E) is an element

of 19112
") = IR

.



Examples .

If =
[¥]

,
then every we

A%Ñ)

can be written
in the form :

w = f±d×±+fzdÉz

so if E- [¥] we have

w (E) (E) = felt)d×±(8)

+ fix )dxz(E)

= f±(E) • ✓± + f- a. (E) • V2

=

(
Eli)

f. (
•%R



If E- [¥;-] , then every '

we A%R3)

can be written
in the form :

w = faz A DX≥

+ Rs 01×1^01×3

+ fzz 01×2^01×3

so if we have vectors J±Ñz
the value

WII)(vi.%) =

f.z(I)d×±ndxz(VI.%)

+ f
,}
(5) d×±nd✗s(J±Ñz)

+ fzz (R ) dxzndxz (Ñ±Ñz)



= fix) . det /
¥ (4)

±

(ie)
,

(vik)
+ f-

☐
(3) • det

/ ± (4)±

(¥3 (F) 3}
+ fzz (E) • det {④ 2

( Ñz)z

(%} Cis ))
which is starting to look a

lot like expansion by minors
-

in a determinant !



In fact
,

this is a determinant :

w 1×715*4) =

fish) ↑ ↑
det f-f, (E) Ta %
** I ↓/

Note that it's not traditional to

write forms with a
"

vector
"

superscript , but we certainly
could : w (E) is a vector

( in a vector spaÉ of
functions

.)

(so it's also a function)
.



We define the wedge product

for differential forms by

bi linearity of wedge , so

Definition
.

If we-14k) ,qeA4u )
for some open UCIR ? and

w = § .f±d×± while

2 = § 9
,dxj , we define

WAR =

±,§ ¥9s d×±^ᵈ×,-

= % FI 9J d✗ IT
I ,J



Proposition .

If UCR
"

is open ,

we -144)
, he -144) , 9 c-AYU)

,

then

1) If K=l=m ,
we have

W +2=2 + w
c- AKU )

(w + 2) +9 = Wttg+9) c- AKLU )

2) way = C-1)
'"

yaw c- A'+44)

3) (way)n9=wnlqn9)eA¥mu)

4) If K =L
,
then

(wth)nQ=wn + rn



All of this seems awfully simple
and clean ; so much that you

might worry that it doesn't

tell you
much

.
But there are

some nonobvious conclusions

already.

Lemma
.

IF K >n
,
then 1-

" HR
"

)

contains only one form w=O .

Proof
.

The vector space 1141121

has a basis consisting of

functions dx± where

I = lie
,
-

→%) . Since K
> n
,
an



index must be repeated .

But

then d×±(J±, -→%) = 0 for

all inputs . Thus 1%112*1 = { 0 } .

Now w is a smooth map

w : U → {03 , so w must have

the constant value 0 .
This

uniquely determines w , so
there is only a single element
in A" CRY

.
☐



Differentiating differential forms .

Consider the 0 - form . By
our definition

,
if UCR

"

is open

A-
◦

(U) = smooth functions
from U→h°lRⁿ)=R

Now we know how to define

the derivative : If f. UEIR
"
→ IR

then each Df ( É) : lRⁿ→R is

a linear function from lRⁿ→R .



If we instead think of Df (F)

as an element of 14112
"

)
,
we

are inspired to say

Definition
.

The exterior derivatives

of f c- ATU ) is given by

df = °¥±d×±t . . . + °¥nd×n C- A' (U )

If w = f-
I 01¥ c- A

"
(U)

,
then

dw = § df± nd ×, c- A
""
-

(U) .

We note that
n 2¥

dw =

,

J×jᵈ×j^ᵈ×i±^"^d×;<



Examples .

f : IR → IR
.

df = f ' (x) d ×

w = ydx + ✗ dy c- A' (R2 )

dw = (¥y%×+¥y%y ) ndx
+ (¥Éd× + ¥x%y ) ndy

= dyad× + dxndy = 0 .

W = ✗
± 01×2 + Xzdxy + ✗sdx

,
c- A

"
(Rb)

dw = dxicadxz + 01×3^01×4 + dxsndxo C- A7R9



Proposition .

Let we AEU) ,zeA4U )
and felt (4) a smooth function .

1) When K=L ,

dlwtz) = dw + DR
2) dlfw) = dfnw + fdw

3) dlwnq / = 01way + C-1)
"

wordy .

4) dldw) = 0
.

Proof
.

We start with 1
. Suppose

f and g are
smooth functions U-R

.

dlf + g) = § ¥ :(A-g) dxi

= § ¥;fd✗i + ¥i9d×i
= df + 01g



Now suppose W = §¥ d✗±
and 2=29 dx c- A-EU)

.

⊕

I I

Then

01 (w +n) =D ( E ¥+9e) d✗±)
I

(definition of

[ d (f, + GE ) ^ d ✗ I
I

( we just proved it)
= E. (df± + dig±) nd*I
I

( linearity of a)
= I df
,
not ×
,
+ 019I nd ✗±

I

(rearranging sums)
= dw + dy .

④ Since these are both K- forms,

we are summing over
the same

set of increasing
K- indices forth

,

?

so it makes sense to
write § in

each case
.



Now we'll prove property 3 .

We have proved that d is linear

and know that ^ is bilinear
.

So both sides of the p_roposed_

equation

ok war) Édwnq + C- 1)kwndol
are linear in w and in 2 .

Therefore
,
it suffices to show

dlfdx
,
^ gdxj)

= dcfgd ✗In dxj)

= dlfg) nd ✗ In dxs

= (golf + fdg)adx±nd×s



= golf nd ✗In dxj
+ f dg n d ✗ ± ^ d ✗ g-

= (dfnd ✗e)^ (901×5)
+ C- 1)

""

fd ✗
±
^ 019^01×5

= d(fdx±) ^ gdxs
+ C- 1) K fol✗

±
n d (901×5)

.

Note that property 2 follows

by the same argument .

We now consider property 4 :

d lol (w)) =



Since 01 is linear
,
d. d is

linear
.

So it suffices to show

this in the case
w=fd✗± .

dw = dfnd ✗
±

= § 2¥;d×;^d×I
j=1

SO

n

dldw) -_ % 0112¥;) ndxjndxt
j=1

= { § ¥J×
,dxx.no/xjndxi-j--1k--tNowdxkndxj--(-1)*-dxjadXk

.



so we may regroup this

sum as

= £ É"&××i¥÷× ;)dxindx.no#j--1k--1
-
= 0

,
since the

functions are smooth (G)

they are C2 and mixed
partials commute .

This completes the proof.



Pullbacks .

Definition .

Let UCIR
" be open

and § : U→ Rn be smooth .

If

W c- A'4112")
,
we
define the

pullbacks g-
*
we )t

"
(U) as follows:

1) If w is a O -form
,
then

g.
*
W : U → IR is given by wig .

2) Suppose I , , . . , Um are
coordinates

for IR? We define

9*01 ✗ i = dgi = & 29
:

j=± Ty.
ᵈUj

where gi is the
ith coordinate

function for § : UCR
"

- IR?



3) We define

g.
* ( ware) = g*w n g*z

SO

g*(dxi±n . -radii
,
) = dgiirriadgik

For convenience
,
we use dg,

to denote g*(d✗±- ) .

4) We define g.
* (w +a) =g*w+g*q .

Putting these together, we
see

that if w=8f±d×± C-AMIR" )
I

we have

g*w= § fig dog ,
= §# ◦9) dgi±^ " -adgik .



This is really technical and dry .

But let's observe that we een

use it to do calculations
.

Examples .

If g : UCR
→ IR

,
and f : IR- IR

,

g*( fdx) = (fog) dg
= fog 2£du

or

(g.* ( fdx)) (a) = fcglu))
. g' (a) du

↑
a 1- form on UCIR



Example .

Suppose g : IR → R2 is given by

§(f) = [
cost

sin f) =/
914)

9kt)]
Now

Dgct) =/
- Sint

cost/ =L
.

SO

g*dx= - sintdt

g.
*
dy = cost dt

Now suppose we -11 ( R2 ) is

w = - ydx + ✗ dy



Then
[
0191

g*w = C- sin E) C-sintdt)
Cf±( get))

←
0192

+ (cos E) ( cost dt)
←
fzlglt))

= Siret dt + cost dt

= dt

Example. . Let g : 11231122 be

given by

g- ( [£] ) =/
^

orsin ⊖]
we compute

☐ § / [ 8-1) =/
" ⊖

- rsino

Sino
- ncos ⊖]



So we see

g.
* dx = cos ⊖ dr - rsin ⊖

dog*

dy = sin ⊖ dr + r cos ⊖ d⊖

and

g.
* lol x ndg) = g.

*dx n g
*

dy

= cos⊖ sinodrndr
°

t r cos
2⊖ dr noto

- r sin20 d⊖ ndr

-Ms in ⊖ cos⊖ d⊖nd
°

=@ cos8- + rsin%-) d r nd⊖

= rdr nd⊖



Now suppose W = ✗ dx + ydy c-AIR]
.

Then we have

g.
*
w = g.

*
( ✗ dx) + g*(ydy)

= rcos⊖ g*d× + rsinyg
*

dy
↑f([ =✗

↑f([§])=y
composed with g composed with g

= r cos⊖ ( coso-dr-rs.in0-010 )

+ r sin ⊖ ( sin⊖ drtrcos 0-01-0)

= @ cos20 train20) dr
O

(-rcos⊖t⊖⊖)d⊖

= rdr



As Shifrin points out
,
this process

of simplifying wedge products when

evaluating pullbacks naturally
leads to determinants of submatrices

of the derivative matrix .

Theorem
.

If I =(i±
, -→
ik ) is a

k index for IR" and g :UcRⁿ→R
"

then

g*dx, = { ◦let ④g)± ,
, does

Jin

increasing
K- indices
for IRM

where AI
,
it denotes the sub matrix

obtained by choosing rows
from I

and columns from J .



Proof By definition

g*(d✗±) = d9i±^ - - - - ^ᵈ9ik

where dgip = Em Kip dug .

Now
9+1 20g

the wedge product is multilinear,
so we can expand to get

dgi±a . . _ adgi
,,
=

E%aa.im?!;i&---??-%dai.a--adY:<
for Rm

= El :÷÷.-3¥:) du_
Jak- index

for IRM



Now this is a sum over att

K - indices J
.

However
,
if there's

a repeated number in J
,
du

,-
= 0

.

So we may as well sum
over K - indices

with distinct entries ja , . . ,jk . Any
such index is a permutation o of

an increasing index J? and

dug = (sign 0) dust . Collecting terms,

sign (o)
. .
. .

29¥
= E E
Fan ④mutations 2401J:) %gdUµ
increasing 0 of Eli ,K}
K- index

_

det (☐9)
I ,J+

This algebraic miracle completes proof.
☐



Proposition .

Let UCIR
" be an

open set and § : U→ IR
"
be a

smooth function . If we )tk(U )
,

g-
* (dw) = d(g-

* (w))
.

Proof . Suppose K = 0 .
Then w=f

where f : IR
"
→R and we compute

d(g-
* f) = d( fig)

= ⁿ§ 2A duj
j=1 Zuj

Now the function fog : U→ IR
.

The partial derivative 2¥÷j is
the jth component of the 1am

matrix ☐ (fogs ) , which (by chain rule) is

D(f◦§)(E) = Df(jail) .Dixie)

1 ✗m 4- ✗ n n ✗on



Now the ij - entry
n

(Df ( g- lie)D§(ñ)) ;j=yDfl9⇔ixDxj
So the Ij entry ʳf÷¥ is given by
2(f=[ ☐ f(§⇔±,< Dgtu)kj
2 uj 1<=1

= EE.im?Ee;HK--1
Thus

£ 21*51 die; = {⑤ 7¥51:D '¥;) duj
j=1 Zuj j=± 1<=1

reversed
n

order of

songs {
⇐ ±
/ §Éa?¥↳⇔?¥du;)



pulled 3¥, n m

out of j sum
, {
⇐ ±
/ ¥515M 2- 39¥ du;)j --I

n

= [ 5*(3-1) 5.* dxk
1<=1

↑ ↑
definition of

pullback is pullback for basis
composition for 1- form dxk
functions

& 2¥
,

is a scalar

function

n

= 25*13%01✗ ×)
11=1

↑
3¥
,

dxk = 2¥
,

^d✗k

b/c 2¥
,

is a O- form
,
and

g-
*( ward = g-

* (w) ingen)



=g*(*dxx)
A

pollback
is linear

=g*(dt)
R
definition of of

Now we get to integration.

Definition.The vector space (IRY

is 1-dimensional, andwe may take

dx...n =dxn ... ndxn =det

as the basis element. We call the

corresponding constantform

"the volume form"or "the standard

n-form."



Definition. If we/(U), UcI" is
an open set, and RCU is a region,
and w =f dx... noxn, we ne

S W== Sf dArea
R -

Note:we are only dealing with ·th
forms, so I is a smooth function.

Thus I is continuous and therefore integrable.

Theorem. Let RcR" be a region and

g: RIR" be smooth and 1-1 with

det Dg(X) > 0. Then for any n-form
w =fdxn...ndxn on S =g(r)

Sw =Sg*w.
S R



Proof. We have already shown

Theorem. If I =(ix...cli) is a
Kindex for IR" and giUcRYIR"
then

g*dx =detD)1, dus
I in

increasing
K-indices
for IRM

If K =

n, there's only one increasing
K-index: 1,...., and so

g*dx,...n =det Dge.......dac...n

= det D dus...n

Now

g*fw =g**dXx...n
=Hog) detD dus:..n



But then

)gwe Sfog det D das....

R

detDg10 by hypothesis

=Sfog / det D) dArea
2 & definition of

change of
variables the- S

integration of

=folArea n-forms

g(r)
definition of -

integration of =If dx...ndxn
n-forms

S(R)

ESw
definition
of w S(R)



This was kind of the point of forms!

It allows to engage with
this question:

what does it mean to integrate over

a (smooth) submanifold of IR"?

M is not a region (and
anyway

has

Volume zerol, so StdArea,ps is not
defined.

OOh.⑧

IR3
M

For now, we define a parized

Immensionalsmifold of 12 to

be a subset McR" so that I a region

&cR" and a smooth 1-1 map: +1R"

with rank Dg=K on 1 so that

M =g(r).



- IR3
I co-] ->

M
&

Now suppose weA"(IR"). Then we
define
-

an integral of a Kform
Sw =Sgw* over a region in IRK
MR defined previously!

The parametrication is certainly not

unique. So
how does the choice of

affect the integral?

IRK , IR
-I

- ·ri
% E

IRK
-I-
-z



Now we know gigz.
So we may write

pullback integration
theorem!

f
(w=1),ti)*g2w
&z ↑

the sign depends on whether
we'll prove det D(g2",) > 0 or not

Gog(=Y
=>(Ig)*w
-1

=
1(w
R1

and we see that the integral is
the same for all parametrizations

with det (D2tog1)) > 0.




