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Abstract. The Nelder–Mead simplex algorithm, first published in 1965, is an enormously pop-
ular direct search method for multidimensional unconstrained minimization. Despite its widespread
use, essentially no theoretical results have been proved explicitly for the Nelder–Mead algorithm.
This paper presents convergence properties of the Nelder–Mead algorithm applied to strictly convex
functions in dimensions 1 and 2. We prove convergence to a minimizer for dimension 1, and various
limited convergence results for dimension 2. A counterexample of McKinnon gives a family of strictly
convex functions in two dimensions and a set of initial conditions for which the Nelder–Mead algo-
rithm converges to a nonminimizer. It is not yet known whether the Nelder–Mead method can be
proved to converge to a minimizer for a more specialized class of convex functions in two dimensions.

Key words. direct search methods, Nelder–Mead simplex methods, nonderivative optimization

AMS subject classifications. 49D30, 65K05

1. Introduction. Since its publication in 1965, the Nelder–Mead “simplex” al-
gorithm [6] has become one of the most widely used methods for nonlinear uncon-
strained optimization. The Nelder–Mead algorithm should not be confused with the
(probably) more famous simplex algorithm of Dantzig for linear programming; both
algorithms employ a sequence of simplices but are otherwise completely different and
unrelated—in particular, the Nelder–Mead method is intended for unconstrained op-
timization.

The Nelder–Mead algorithm is especially popular in the fields of chemistry, chemi-
ical engineering, and medicine. The recent book [16], which contains a bibliography
with thousands of references, is devoted entirely to the Nelder–Mead method and vari-
tions. Two measures of the ubiquity of the Nelder–Mead method are that it appears
in the best-selling handbook Numerical Recipes [7], where it is called the “amoeba
algorithm,” and in MATLAB [4].

The Nelder–Mead method attempts to minimize a scalar-valued nonlinear function of n real variables using only function values, without any derivative information
(explicit or implicit). The Nelder–Mead method thus falls in the general class of di-
rect search methods, for a discussion of these methods, see, for example, [13, 18]. A
large subclass of direct search methods, including the Nelder–Mead method, maintain
at each step a nondegenerate simplex, a geometric figure in n dimensions of nonzero
volume that is the convex hull of n + 1 vertices.

Each iteration of a simplex-based direct search method begins with a simplex,
specified by its n + 1 vertices and the associated function values. One or more test
points are computed, along with their function values, and the iteration terminates
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with a new (different) simplex such that the function values at its vertices satisfy some form of descent condition compared to the previous simplex. Among such algorithms, the Nelder–Mead algorithm is particularly parsimonious in function evaluations per iteration, since in practice it typically requires only one or two function evaluations to construct a new simplex. (Several popular direct search methods use \( n \) or more function evaluations to obtain a new simplex.) There is a wide array of folklore about the Nelder–Mead method, mostly along the lines that it works well in “small” dimensions and breaks down in “large” dimensions, but very few careful numerical results have been published to support these perceptions. Apart from the discussion in [12], little attention has been paid to a systematic analysis of why the Nelder–Mead algorithm fails or breaks down numerically, as it often does.

Remarkably, there has been no published theoretical analysis explicitly treating the original Nelder–Mead algorithm in the more than 30 years since its publication. Essentially no convergence results have been proved, although in 1985 Woods [17] studied a modified\(^1\) Nelder–Mead algorithm applied to a strictly convex function. The few known facts about the original Nelder–Mead algorithm consist mainly of negative results. Woods [17] displayed a nonconvex example in two dimensions for which the Nelder–Mead algorithm converges to a nonminimizing point. Very recently, McKinnon [5] gave a family of strictly convex functions and a starting configuration in two dimensions for which all vertices in the Nelder–Mead method converge to a nonminimizing point.

The theoretical picture for other direct search methods is much clearer. Torczon [13] proved that “pattern search” algorithms converge to a stationary point when applied to a general smooth function in \( n \) dimensions. Pattern search methods, including multidirectional search methods [12, 1], maintain uniform linear independence of the simplex edges (i.e., the dihedral angles are uniformly bounded away from zero and \( \pi \)) and require only simple decrease in the best function value at each iteration. Rykov [8, 9, 10] introduced several direct search methods that converge to a minimizer for strictly convex functions. In the methods proposed by Tseng [15], a “fortified descent” condition—stronger than simple descent—is required, along with uniform linear independence of the simplex edges. Depending on a user-specified parameter, Tseng’s methods may involve only a small number of function evaluations at any given iteration and are shown to converge to a stationary point for general smooth functions in \( n \) dimensions.

Published convergence analyses of simplex-based direct search methods impose one or both of the following requirements: (i) the edges of the simplex remain uniformly linearly independent at every iteration; (ii) a descent condition stronger than simple decrease is satisfied at every iteration. In general, the Nelder–Mead algorithm fails to have either of these properties; the resulting difficulties in analysis may explain the long-standing lack of convergence results.

Because the Nelder–Mead method is so widely used by practitioners to solve important optimization problems, we believe that its theoretical properties should be understood as fully as possible. This paper presents convergence results in one and two dimensions for the original Nelder–Mead algorithm applied to strictly convex functions with bounded level sets. Our approach is to consider the Nelder–Mead algorithm

\(^1\)The modifications in [17] include a contraction acceptance test different from the one given in the Nelder–Mead paper and a “relative decrease” condition (stronger than simple decrease) for accepting a reflection step. Woods did not give any conditions under which the iterates converge to the minimizer.
as a discrete dynamical system whose iterations are “driven” by the function values. Combined with strict convexity of the function, this interpretation implies restrictions on the allowed sequences of Nelder–Mead moves, from which convergence results can be derived. Our main results are as follows:

1. In dimension 1, the Nelder–Mead method converges to a minimizer (Theorem 4.1), and convergence is eventually $M$-step linear when the reflection parameter $\rho = 1$ (Theorem 4.2).

2. In dimension 2, the function values at all simplex vertices in the standard Nelder–Mead algorithm converge to the same value (Theorem 5.1).

3. In dimension 2, the simplices in the standard Nelder–Mead algorithm have diameters converging to zero (Theorem 5.2).

Note that Result 3 does not assert that the simplices converge to a single point $x_\ast$. No example is known in which the iterates fail to converge to a single point, but the issue is not settled.

For the case of dimension 1, Torczon [14] has recently informed us that some convergence results for the original Nelder–Mead algorithm can be deduced from the results in [13]; see section 4.4. For dimension 2, our results may appear weak, but the McKinnon example [5] shows that convergence to a minimizer is not guaranteed for general strictly convex functions in dimension 2. Because the smoothest McKinnon example has a point of discontinuity in the fourth derivatives, a logical question is whether or not the Nelder–Mead method converges to a minimizer in two dimensions for a more specialized class of strictly convex functions—in particular, for smooth functions. This remains a challenging open problem. At present there is no function in any dimension greater than 1 for which the original Nelder–Mead algorithm has been proved to converge to a minimizer.

Given all the known inefficiencies and failures of the Nelder–Mead algorithm (see, for example, [12]), one might wonder why it is used at all, let alone why it is so extraordinarily popular. We offer three answers. First, in many applications, for example in industrial process control, one simply wants to find parameter values that improve some performance measure; the Nelder–Mead algorithm typically produces significant improvement for the first few iterations. Second, there are important applications where a function evaluation is enormously expensive or time-consuming, but derivatives cannot be calculated. In such problems, a method that requires at least $n$ function evaluations at every iteration (which would be the case if using finite-difference gradient approximations or one of the more popular pattern search methods) is too expensive or too slow. When it succeeds, the Nelder–Mead method tends to require substantially fewer function evaluations than these alternatives, and its relative “best-case efficiency” often outweighs the lack of convergence theory. Third, the Nelder–Mead method is appealing because its steps are easy to explain and simple to program.

In light of weaknesses exposed by the McKinnon counterexample and the analysis here, future work involves developing methods that retain the good features of the Nelder–Mead method but are more reliable and efficient in theory and practice; see, for example, [2].

The contents of this paper are as follows. Section 2 describes the Nelder–Mead algorithm, and section 3 gives its general properties. For a strictly convex function
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2By $M$-step linear convergence we mean that there is an integer $M$, independent of the function being minimized, such that the simplex diameter is reduced by a factor no less than $1/2$ after $M$ iterations.
with bounded level sets, section 4 analyzes the Nelder–Mead method in one dimension, and section 5 presents limited convergence results for the standard Nelder–Mead algorithm in two dimensions. Finally, section 6 discusses open problems.

2. The Nelder–Mead algorithm. The Nelder–Mead algorithm [6] was proposed as a method for minimizing a real-valued function \( f(x) \) for \( x \in \mathbb{R}^n \). Four scalar parameters must be specified to define a complete Nelder–Mead method: coefficients of reflection (\( \rho \)), expansion (\( \chi \)), contraction (\( \gamma \)), and shrinkage (\( \sigma \)). According to the original Nelder–Mead paper, these parameters should satisfy

\[
\rho > 0, \quad \chi > 1, \quad \chi > \rho, \quad 0 < \gamma < 1, \quad \text{and} \quad 0 < \sigma < 1.
\]  

(2.1)

(The relation \( \chi > \rho \), while not stated explicitly in the original paper, is implicit in the algorithm description and terminology.) The nearly universal choices used in the standard Nelder–Mead algorithm are

\[
\rho = 1, \quad \chi = 2, \quad \gamma = \frac{1}{2}, \quad \text{and} \quad \sigma = \frac{1}{2}.
\]  

(2.2)

We assume the general conditions (2.1) for the one-dimensional case but restrict ourselves to the standard case (2.2) in the two-dimensional analysis.

2.1. Statement of the algorithm. At the beginning of the \( k \)th iteration, \( k \geq 0 \), a nondegenerate simplex \( \Delta_k \) is given, along with its \( n + 1 \) vertices, each of which is a point in \( \mathbb{R}^n \). It is always assumed that iteration \( k \) begins by ordering and labeling these vertices as \( x_1^{(k)}, \ldots, x_{n+1}^{(k)} \), such that

\[
f_1^{(k)} \leq f_2^{(k)} \leq \cdots \leq f_{n+1}^{(k)},
\]  

(2.3)

where \( f_i^{(k)} \) denotes \( f(x_i^{(k)}) \). The \( k \)th iteration generates a set of \( n + 1 \) vertices that define a different simplex for the next iteration, so that \( \Delta_{k+1} \neq \Delta_k \). Because we seek to minimize \( f \), we refer to \( x_1^{(k)} \) as the best point or vertex, to \( x_{n+1}^{(k)} \) as the worst point, and to \( x_n^{(k)} \) as the next-worst point. Similarly, we refer to \( f_{n+1}^{(k)} \) as the worst function value, and so on.

The 1965 paper [6] contains several ambiguities about strictness of inequalities and tie-breaking that have led to differences in interpretation of the Nelder–Mead algorithm. What we shall call “the” Nelder–Mead algorithm (Algorithm NM) includes well-defined tie-breaking rules, given below, and accepts the better of the reflected and expanded points in step 3 (see the discussion in section 3.1 about property 4 of the Nelder–Mead method).

A single generic iteration is specified, omitting the superscript \( k \) to avoid clutter. The result of each iteration is either (1) a single new vertex—the accepted point—which replaces \( x_{n+1} \) in the set of vertices for the next iteration, or (2) if a shrink is performed, a set of \( n \) new points that, together with \( x_1 \), form the simplex at the next iteration.

One iteration of Algorithm NM (the Nelder–Mead algorithm).

1. Order. Order the \( n + 1 \) vertices to satisfy \( f(x_1) \leq f(x_2) \leq \cdots \leq f(x_{n+1}) \), using the tie-breaking rules given below.

2. Reflect. Compute the reflection point \( x_r \) from

\[
x_r = \bar{x} + \rho(\bar{x} - x_{n+1}) = (1 + \rho)\bar{x} - \rho x_{n+1},
\]  

(2.4)
where \( \bar{x} = \frac{1}{n} \sum_{i=1}^{n} x_i \) is the centroid of the \( n \) best points (all vertices except for \( x_{n+1} \)). Evaluate \( f_r = f(x_r) \).

If \( f_1 \leq f_r < f_n \), accept the reflected point \( x_r \) and terminate the iteration.

3. **Expand.** If \( f_r < f_1 \), calculate the expansion point \( x_e \),

\[
(2.5) \quad x_e = \bar{x} + \chi (x_r - \bar{x}) = \bar{x} + \rho \chi (\bar{x} - x_{n+1}) = (1 + \rho \chi) \bar{x} - \rho \chi x_{n+1},
\]

and evaluate \( f_e = f(x_e) \). If \( f_e < f_r \), accept \( x_e \) and terminate the iteration; otherwise (if \( f_e \geq f_r \)), accept \( x_r \) and terminate the iteration.

4. **Contract.** If \( f_r \geq f_n \), perform a contraction between \( \bar{x} \) and the better of \( x_{n+1} \) and \( x_r \).

   a. **Outside.** If \( f_n \leq f_r < f_{n+1} \) (i.e., \( x_r \) is strictly better than \( x_{n+1} \)), perform an outside contraction: calculate

\[
(2.6) \quad x_c = \bar{x} + \gamma (x_r - \bar{x}) = \bar{x} + \rho \gamma (\bar{x} - x_{n+1}) = (1 + \rho \gamma) \bar{x} - \rho \gamma x_{n+1},
\]

and evaluate \( f_c = f(x_c) \). If \( f_c \leq f_r \), accept \( x_c \) and terminate the iteration; otherwise, go to step 5 (perform a shrink).

   b. **Inside.** If \( f_r \geq f_{n+1} \), perform an inside contraction: calculate

\[
(2.7) \quad x_{cc} = \bar{x} - \gamma (\bar{x} - x_{n+1}) = (1 - \gamma) \bar{x} + \gamma x_{n+1},
\]

and evaluate \( f_{cc} = f(x_{cc}) \). If \( f_{cc} < f_{n+1} \), accept \( x_{cc} \) and terminate the iteration; otherwise, go to step 5 (perform a shrink).

5. **Perform a shrink step.** Evaluate \( f \) at the \( n \) points \( v_i = x_1 + \sigma (x_i - x_1) \), \( i = 2, \ldots, n+1 \). The (unordered) vertices of the simplex at the next iteration consist of \( x_1, v_2, \ldots, v_{n+1} \).

   Figures 1 and 2 show the effects of reflection, expansion, contraction, and shrinkage for a simplex in two dimensions (a triangle), using the standard coefficients \( \rho = 1 \), \( \chi = 2 \), \( \gamma = \frac{1}{2} \), and \( \sigma = \frac{1}{2} \). Observe that, except in a shrink, the one new vertex always lies on the (extended) line joining \( \bar{x} \) and \( x_{n+1} \). Furthermore, it is visually evident that the simplex shape undergoes a noticeable change during an expansion or contraction with the standard coefficients.

The Nelder–Mead paper [6] did not describe how to order points in the case of equal function values. We adopt the following tie-breaking rules, which assign to the new vertex the highest possible index consistent with the relation \( f(x_1^{(k+1)}) \leq f(x_2^{(k+1)}) \leq \cdots \leq f(x_{n+1}^{(k+1)}) \).

**Nonshrink ordering rule.** When a nonshrink step occurs, the worst vertex \( x_{n+1}^{(k)} \) is discarded. The accepted point created during iteration \( k \), denoted by \( v^{(k)} \), becomes a new vertex and takes position \( j + 1 \) in the vertices of \( \Delta_{k+1} \), where

\[
 j = \max_{0 \leq \ell \leq n} \left\{ \ell \mid f(v^{(k)}) < f(x_{\ell+1}^{(k)}) \right\};
\]

all other vertices retain their relative ordering from iteration \( k \).

**Shrink ordering rule.** If a shrink step occurs, the only vertex carried over from \( \Delta_k \) to \( \Delta_{k+1} \) is \( x_1^{(k)} \). Only one tie-breaking rule is specified, for the case in which \( x_1^{(k)} \) and one or more of the new points are tied as the best point; if

\[
 \min\{f(v_2^{(k)}), \ldots, f(v_{n+1}^{(k)})\} = f(x_1^{(k)}),
\]
then $x_1^{(k+1)} = x_1^{(k)}$. Beyond this, whatever rule is used to define the original ordering may be applied after a shrink.

We define the change index $k^*$ of iteration $k$ as the smallest index of a vertex that differs between iterations $k$ and $k + 1$:

$$(2.8) \quad k^* = \min \{ i \mid x_i^{(k)} \neq x_i^{(k+1)} \}.$$ 

(Tie-breaking rules are needed to define a unique value of $k^*$.) When Algorithm NM terminates in step 2, $1 < k^* \leq n$; with termination in step 3, $k^* = 1$; with termination in step 4, $1 \leq k^* \leq n + 1$; and with termination in step 5, $k^* = 1$ or 2. A statement that “$x_j$ changes” means that $j$ is the change index at the relevant iteration.

The rules and definitions given so far imply that, for a nonshrink iteration,
For any simplex $\Delta^k$ defined in (2.10) and $v$ not on their ordering. For future reference, we define the diameter of $\Delta^k$ as

$$diam(\Delta^k) = \max_{i \neq j} \|x_i^k - x_j^k\|,$$

where $\|\cdot\|$ denotes the two-norm.

Thus the vector $(f_1^{(k)}, \ldots, f_{n+1}^{(k)})$ strictly lexicographically decreases at each nonshrink iteration.

For illustration, suppose that $n = 4$ and the vertex function values at a nonshrink iteration $k$ are $(1, 2, 2, 3)$. If $f(v^{(k)}) = 2$, the function values at iteration $k + 1$ are $(1, 2, 2, 3), x_n^{(k+1)} = v^{(k)}$, and $k^* = 4$. This example shows that, following a single nonshrink iteration, the worst function value need not strictly decrease; however, the worst function value must strictly decrease after at most $n + 1$ consecutive nonshrink iterations.

### 2.2. Matrix notation

It is convenient to use matrix notation to describe Nelder–Mead iterations. The simplex $\Delta_k$ can be represented as an $n \times (n + 1)$ matrix whose columns are the vertices

$$\Delta_k = \begin{pmatrix} x_1^{(k)} & \cdots & x_{n+1}^{(k)} \end{pmatrix} = (B_k \ x_{n+1}^{(k)}), \quad \text{where} \quad B_k = \begin{pmatrix} x_1^{(k)} & \cdots & x_n^{(k)} \end{pmatrix}.$$

For any simplex $\Delta_k$ in $\mathbb{R}^n$, we define $M_k$ as the $n \times n$ matrix whose $j$th column represents the “edge” of $\Delta_k$ between $x_j^{(k)}$ and $x_{n+1}^{(k)}$:

$$M_k \equiv \begin{pmatrix} x_1^{(k)} - x_{n+1}^{(k)} & x_2^{(k)} - x_{n+1}^{(k)} & \cdots & x_n^{(k)} - x_{n+1}^{(k)} \end{pmatrix} = B_k - x_{n+1}^{(k)}e^T,$$

where $e = (1, 1, \ldots, 1)^T$. The $n$-dimensional volume of $\Delta_k$ is given by

$$\text{vol}(\Delta_k) = \frac{|\det(M_k)|}{n!}.$$

A simplex $\Delta_k$ is nondegenerate if $M_k$ is nonsingular or, equivalently, if $\text{vol}(\Delta_k) > 0$.

The volume of the simplex obviously depends only on the coordinates of the vertices, not on their ordering. For future reference, we define the diameter of $\Delta_k$ as

$$diam(\Delta_k) = \max_{i \neq j} \|x_i^k - x_j^k\|,$$

where $\|\cdot\|$ denotes the two-norm.

During a nonshrink iteration, the function is evaluated only at trial points of the form

$$z^{(k)}(\tau) := \bar{x}^{(k)} + \tau(\bar{x}^{(k)} - x_{n+1}^{(k)}) = (1 + \tau)\bar{x}^{(k)} - \tau x_{n+1}^{(k)},$$

where the coefficient $\tau$ has one of four possible values:

$$\begin{align*}
\tau &= \rho \quad \text{(reflection)}; \\
\tau &= \rho\chi \quad \text{(expansion)}; \\
\tau &= \rho\gamma \quad \text{(outside contraction)}; \\
\tau &= -\gamma \quad \text{(inside contraction)}. 
\end{align*}$$

In a nonshrink step, the single accepted point is one of the trial points, and we let $\tau_k$ denote the coefficient associated with the accepted point at iteration $k$. Thus the new vertex $v^{(k)}$ produced during iteration $k$, which will replace $x_{n+1}^{(k)}$, is given by $v^{(k)} = z^{(k)}(\tau_k)$. We sometimes call $\tau_k$ the type of move for a nonshrink iteration $k$. 

During the $k$th Nelder–Mead iteration, (2.12) shows that each trial point (reflection, expansion, contraction) may be written as

$$z^{(k)}(\tau) = \Delta_k t(\tau), \quad \text{where} \quad t(\tau) = \left(\frac{1 + \tau}{n}, \ldots, \frac{1 + \tau}{n}, -\tau\right)^T.$$

Following the $k$th Nelder–Mead iteration, the (unordered) vertices of the next simplex are the columns of $\Delta_k S_k$, where $S_k$ is an $(n+1) \times (n+1)$ matrix given by

$$\begin{pmatrix}
I_n & \left(\frac{1 + \tau_k}{n}\right) e \\
0^n & -\tau_k
\end{pmatrix}$$

for a step of type $\tau$ and by

$$\begin{pmatrix}
1 & (1 - \sigma)e^T \\
0 & \sigma I_n
\end{pmatrix}$$

for a shrink step, with $0$ being an $n$-dimensional zero column and $I_n$ being the $n$-dimensional identity matrix. After being ordered at the start of iteration $k+1$, the vertices of $\Delta_{k+1}$ satisfy

$$\Delta_{k+1} = \Delta_k T_k, \quad \text{with} \quad T_k = S_k P_k,$$

where $P_k$ is a permutation matrix chosen to enforce the ordering and tie-breaking rules (so that $P_k$ depends on the function values at the vertices).

The updated simplex $\Delta_{k+1}$ has a disjoint interior from $\Delta_k$ for a reflection, an expansion, or an outside contraction, while $\Delta_{k+1} \subseteq \Delta_k$ for an inside contraction or a shrink.

By the shape of a nondegenerate simplex, we mean its equivalence class under similarity, i.e., $\Delta$ and $\lambda \Delta$ have the same shape when $\lambda > 0$. The shape of a simplex is determined by its angles, or equivalently by the singular values of the associated matrix $M$ (2.10) after scaling so that $\Delta$ has unit volume. The Nelder–Mead method was deliberately designed with the idea that the simplex shapes would “adapt to the features of the local landscape” [6]. The Nelder–Mead moves apparently permit any simplex shape to be approximated—in particular, arbitrarily flat or needle-shaped simplices (as in the McKinnon examples [5]) are possible.

3. Properties of the Nelder–Mead algorithm. This section establishes various basic properties of the Nelder–Mead method. Although there is a substantial level of folklore about the Nelder–Mead method, almost no proofs have appeared in print, so we include details here.

3.1. General results. The following properties follow immediately from the definition of Algorithm NM.

1. A Nelder–Mead iteration requires one function evaluation when the iteration terminates in step 2, two function evaluations when termination occurs in step 3 or step 4, and $n+2$ function evaluations if a shrink step occurs.

2. The “reflect” step is so named because the reflection point $x_r$ (2.4) is a (scaled) reflection of the worst point $x_{n+1}$ around the point $x$ on the line through $x_{n+1}$ and $x$. It is a genuine reflection on this line when $\rho = 1$, which is the standard choice for the reflection coefficient.

3. For general functions, a shrink step can conceivably lead to an increase in every vertex function value except $f_1$, i.e., it is possible that $f_i^{(k+1)} > f_i^{(k)}$ for $2 \leq i \leq n+1$. In addition, observe that with an outside contraction (case 4a), the algorithm takes a shrink step if $f(x_c) > f(x_r)$, even though a new point $x_r$ has already been found that strictly improves over the worst vertex, since $f(x_r) < f(x_{n+1})$. 
4. In the expand step, the method in the original Nelder–Mead paper accepts $x_e$ if $f(x_e) < f_1$ and accepts $x_r$ otherwise. Standard practice today (which we follow) accepts the better of $x_r$ and $x_e$ if both give an improvement over $x_1$. The proofs of Lemmas 4.6 and 5.2 depend on the rule that the expansion point is accepted only if it is strictly better than the reflection point.

It is commonly (and correctly) assumed that nondegeneracy of the initial simplex $\Delta_0$ implies nondegeneracy of all subsequent Nelder–Mead simplices. We first give an informal indication of why this property holds. By construction, each trial point (2.12) in the Nelder–Mead method lies strictly outside the face defined by the $n$ best vertices, along the line joining the worst vertex to the centroid of that face. If a nonshrink iteration occurs, the worst vertex is replaced by one of the trial points. If a shrink iteration occurs, each current vertex except the best is replaced by a point that lies a fraction of the step to the current best vertex. In either case it is clear from the geometry that the new simplex must be nondegenerate. For completeness, we present a proof of nondegeneracy based on a useful result about the volumes of successive simplices.

**Lemma 3.1.** (Volume and nondegeneracy of Nelder–Mead simplices.)

1. If the initial simplex $\Delta_0$ is nondegenerate, so are all subsequent Nelder–Mead simplices.
2. Following a nonshrink step of type $\tau$, $\text{vol}(\Delta_{k+1}) = |\tau| \text{vol}(\Delta_k)$.
3. Following a shrink step at iteration $k$, $\text{vol}(\Delta_{k+1}) = \sigma^n \text{vol}(\Delta_k)$.

**Proof.** A simplex $\Delta$ is nondegenerate if it has nonzero volume. Result (1) will follow immediately from (2) and (3) because $\tau \neq 0$ (see (2.13)) and $\sigma \neq 0$.

When iteration $k$ is a nonshrink, we assume without loss of generality that the worst point is the origin. In this case, it follows from (2.14) that the new vertex is

$$v^{(k)} = M_k w,$$

so that the vertices of $\Delta_{k+1}$ consist of the vector $M_k w$ and the columns of $M_k$. Since the volume of the new simplex does not depend on the ordering of the vertices, we may assume without affecting the volume that the new vertex is the worst. Applying the form of $M$ in (2.10), we have

$$|\det(M_{k+1})| = |\det(M_k - M_k w e^T)| = |\det(M_k)| |\det(I - we^T)|.$$

The matrix $I - we^T$ has $n - 1$ eigenvalues of unity and one eigenvalue equal to $1 - w^Te = -\tau$, so that $\det(I - we^T) = -\tau$. Application of (2.11) gives result (2).

If iteration $k$ is a shrink step, each edge of the simplex is multiplied by $\sigma$. Thus $M_{k+1}$ is a permutation of $\sigma M_k$ and result (3) for a shrink follows from a standard property of determinants for $n \times n$ matrices.

**Note.** Although the Nelder–Mead simplices are nondegenerate in exact arithmetic, there is in general no upper bound on $\text{cond}(M_k)$. In fact, the algorithm permits $\text{cond}(M_k)$ to become arbitrarily large, as it does in the McKinnon example [5].

Our next result involves affine-invariance of the Nelder–Mead method when both the simplex and function are transformed appropriately.
LEMMA 3.2. (Affine-invariance.) The Nelder–Mead method is invariant under affine motions of $\mathbb{R}^n$, i.e., under a change of variables $\phi(x) = Ax + b$ in which $A$ is invertible, in the following sense: when minimizing $f(x)$ starting with simplex $\Delta_0$, the complete sequence of Nelder–Mead steps and function values is the same as when minimizing the function $\tilde{f}(z) = f(\phi(z))$ with initial simplex $\tilde{\Delta}_0$ defined by

$$\tilde{\Delta}_0 = \phi^{-1}(\Delta_0) = A^{-1}(\Delta_0) - A^{-1}b.$$

Proof. At the vertices of $\Delta_0$, $\tilde{f}(\tilde{x}_i^{(0)}) = f(x_i^{(0)})$. We proceed by induction, assuming for simplicity that $b = 0$. If $\Delta_k = A^{-1}\Delta_k$ and $\tilde{x}_i^{(k)} = f(x_i^{(k)})$ for $1 \leq i \leq n + 1$, then relation (2.14) shows that the trial points generated from $\Delta_k$ satisfy $\tilde{z}(\tau) = A^{-1}z(\tau)$, which means that $\tilde{f}(\tilde{z}(\tau)) = f(z(\tau))$. The matrix $T_k$ of (2.15) will therefore be the same for both $\Delta_k$ and $\tilde{\Delta}_k$, so that $\Delta_{k+1} = A^{-1}\Delta_{k+1}$. It follows that $\tilde{f}(\tilde{x}_i^{(k+1)}) = f(x_i^{(k+1)})$ for $1 \leq i \leq n + 1$, which completes the induction. A similar argument applies when $b \neq 0$. □

Using Lemma 3.2, we can reduce the study of the Nelder–Mead algorithm for a general strictly convex quadratic function on $\mathbb{R}^n$ to the study of $f(x) = ||x||^2 = x_1^2 + \cdots + x_n^2$.

The next lemma summarizes several straightforward results.

LEMMA 3.3. Let $f$ be a function that is bounded below on $\mathbb{R}^n$. When the Nelder–Mead algorithm is applied to minimize $f$, starting with a nondegenerate simplex $\Delta_0$, then

1. the sequence $\{f_i^{(k)}\}$ always converges;
2. at every nonshrink iteration $k$, $f_i^{(k+1)} \leq f_i^{(k)}$ for $1 \leq i \leq n + 1$, with strict inequality for at least one value of $i$;
3. if there are only a finite number of shrink iterations, then
   (i) each sequence $\{f_i^{(k)}\}$ converges as $k \to \infty$ for $1 \leq i \leq n + 1$,
   (ii) $f_i^* \leq f_i^{(k)}$ for $1 \leq i \leq n + 1$ and all $k$, where $f_i^* = \lim_{k \to \infty} f_i^{(k)}$,
   (iii) $f_1^* \leq f_2^* \leq \cdots \leq f_{n+1}^*$;
4. if there are only a finite number of nonshrink iterations, then all simplex vertices converge to a single point. □

We now analyze the Nelder–Mead algorithm in the case when only nonshrink steps occur. Torczon [12] observes that shrink steps essentially never happen in practice (she reports only 33 shrink steps in 2.9 million Nelder–Mead iterations on a set of general test problems), and the rarity of shrink steps is confirmed by our own numerical experiments. We show in Lemma 3.5 that no shrink steps are taken when the Nelder–Mead method is applied to a strictly convex function. All of our results that assume no shrink steps can obviously be applied to cases when only a finite number of shrink steps occur.

Assuming that there are no shrink steps, the next lemma gives an important property of the $n + 1$ limiting vertex function values whose existence is verified in part (3) of Lemma 3.3.

LEMMA 3.4. (Broken convergence.) Suppose that the function $f$ is bounded below on $\mathbb{R}^n$, that the Nelder–Mead algorithm is applied to $f$ beginning with a nondegenerate initial simplex $\Delta_0$, and that no shrink steps occur. If there is an integer $j$, $1 \leq j \leq n$, for which

$$f_j^* < f_{j+1}^*, \quad \text{where} \quad f_j^* = \lim_{k \to \infty} f_j^{(k)},$$

then

$$f_j^* < f_{j+1}^*$$

for some $j$, $1 \leq j \leq n$.
then there is an iteration index $K$ such that for all $k \geq K$, the change index satisfies

\[(3.3) \quad k^* > j,\]

i.e., the first $j$ vertices of all simplices remain fixed after iteration $K$. (We refer to property (3.2) as broken convergence for vertex $j$.)

Proof. The lemma is proved by contradiction. By hypothesis (3.2), $f^*_j + \delta = f^*_{j+1}$ for some $\delta > 0$. Pick $\epsilon > 0$ such that $\delta - \epsilon > 0$. Since $f^*_j = \lim_{k \to \infty} f^{(k)}_j$, there exists $K$ such that for all $k \geq K$, $f^{(k)}_j - \epsilon \leq f^*_j$. Then, for all $k \geq K$,

\[f^{(k)}_j < f^{(k)}_j - \epsilon + \delta \leq f^*_j + \delta = f^*_{j+1}.\]

But, from Lemma 3.3, part (3), for any index $\ell$, $f^*_{j+1} \leq f^{(\ell)}_{j+1}$. Therefore, for all $k \geq K$ and any $\ell$,

\[(3.4) \quad f^{(k)}_j < f^{(\ell)}_{j+1}.\]

But if $k^* \leq j$ for any $k \geq K$, then, using the third relation in (2.9), it must be true that $f^{(k+1)}_j = f^{(k)}_j$, which contradicts (3.4). Thus $k^* > j$ for all $k \geq K$. \[\square\]

The following corollary is an immediate consequence of Lemma 3.4.

Corollary 3.1. Assume that $f$ is bounded below on $\mathbb{R}^n$, the Nelder–Mead algorithm is applied beginning with a nondegenerate initial simplex $\Delta_0$, and no shrink steps occur. If the change index is 1 infinitely often, i.e., the best point changes infinitely many times, then $f^*_1 = \cdots = f^*_{n+1}$. \[\square\]

3.2. Results for strictly convex functions. Without further assumptions, very little more can be said about the Nelder–Mead algorithm, and we henceforth assume that $f$ is strictly convex.

Definition 3.1. (Strict convexity.) The function $f$ is strictly convex on $\mathbb{R}^n$ if, for every pair of points $y$, $z$ with $y \neq z$ and every $\lambda$ satisfying $0 < \lambda < 1$,

\[(3.5) \quad f(\lambda y + (1 - \lambda)z) < \lambda f(y) + (1 - \lambda)f(z).\]

When $f$ is strictly convex on $\mathbb{R}^n$ and

\[c = \sum_{i=1}^\ell \lambda_i z_i, \quad \text{with} \quad 0 < \lambda_i < 1 \quad \text{and} \quad \sum_{i=1}^\ell \lambda_i = 1,\]

(3.6) then $f(c) < \sum_{i=1}^\ell \lambda_i f(z_i)$ and hence $f(c) < \max\{f(z_1), \ldots, f(z_\ell)\}$.

We now use this property to show that, when the Nelder–Mead method is applied to a strictly convex function, shrink steps cannot occur. (This result is mentioned without proof in [12].)

Lemma 3.5. Assume that $f$ is strictly convex on $\mathbb{R}^n$ and that the Nelder–Mead algorithm is applied to $f$ beginning with a nondegenerate initial simplex $\Delta_0$. Then no shrink steps will be taken.

Proof. Shrink steps can occur only if the algorithm reaches step 4 of Algorithm NM and fails to accept the relevant contraction point. When $n = 1$, $f(\bar{x}) = f_n$. When $n > 1$, application of (3.6) to $\bar{x}_1, \ldots, \bar{x}_n$ shows that $f(\bar{x}) < f_n$.\[\square\]
Consider an outside contraction, which is tried if \( f_n \leq f_r < f_{n+1} \). Since the contraction coefficient \( \gamma \) satisfies \( 0 < \gamma < 1 \), \( x_c \), as defined by \((2.6)\) is a convex combination of \( \bar{x} \) and the reflection point \( x_r \). Thus, by \((3.6)\),

\[
f(x_c) < \max\{f(\bar{x}), f_r\}.
\]

We know that \( f(\bar{x}) \leq f_n \) and \( f_n \leq f_r \), so that \( \max\{f(\bar{x}), f_r\} = f_r \). Hence \( f(x_c) < f_r \), \( x_c \) will be accepted, and a shrink step will not be taken.

A similar argument applies for an inside contraction, since \( f_{n+1} \leq f_r \) and \( x_{cc} \) is a convex combination of \( \bar{x} \) and \( x_{n+1} \).

Note that simple convexity of \( f \) (for example, \( f \) constant) is not sufficient for this result, which depends in the case of an inside contraction on the fact that \( f(x_{cc}) \) is strictly less than \( f(x_{n+1}) \).

By combining the definition of a Nelder–Mead iteration, Lemma 3.4, and a mild further restriction on the reflection and contraction coefficients, we next prove that the limiting worst and next-worst function values are the same. (For \( n = 1 \), the result holds without the additional restriction; see Lemma 4.4).

**Lemma 3.6.** Assume that \( f \) is strictly convex on \( \mathbb{R}^n \) and bounded below. If, in addition to the properties \( \rho > 0 \) and \( 0 < \gamma < 1 \), the reflection coefficient \( \rho \) and the contraction coefficient \( \gamma \) satisfy \( \rho \gamma < 1 \), then

1. \( f^*_n = f^*_{n+1} \), and
2. there are infinitely many iterations for which \( x^{(k+1)}_n \neq x^{(k)}_n \).

**Proof.** The proof is by contradiction. Assume that \( f^*_n < f^*_{n+1} \). From Lemma 3.4, this means that there exists an iteration index \( K \) such that the change index \( k^* = n+1 \) for \( k \geq K \). Without loss of generality, we may take \( K = 0 \). Since \( k^* = n+1 \) for all \( k \geq 0 \), the best \( n \) vertices, which must be distinct, remain constant for all iterations; thus the centroid \( \bar{x}^{(k)} = \bar{x} \), a constant vector, and \( f(x_n) \) is equal to its limiting value \( f^*_n \). Because \( f \) is strictly convex, \( f(\bar{x}) \leq f(x_n) = f^*_n \). (This inequality is strict if \( n > 1 \).

The change index will be \( n+1 \) at every iteration only if a contraction point is accepted and becomes the new worst point. Therefore, the vertex \( x^{(k+1)}_{n+1} \) satisfies one of the recurrences

\[
(3.7) \quad x^{(k+1)}_{n+1} = (1 + \rho \gamma)\bar{x} - \rho \gamma x^{(k)}_{n+1} \quad \text{or} \quad x^{(k+1)}_{n+1} = (1 - \gamma)\bar{x} + \gamma x^{(k)}_{n+1}.
\]

The homogeneous forms of these equations are

\[
(3.8) \quad y^{(k+1)}_{n+1} = -\rho \gamma y^{(k)}_{n+1} \quad \text{or} \quad y^{(k+1)}_{n+1} = \gamma y^{(k)}_{n+1}.
\]

Since \( 0 < \gamma < 1 \) and \( 0 < \rho \gamma < 1 \), we have \( \lim_{k \to \infty} y^{(k)}_{n+1} = 0 \), so that the solutions of both equations in \((3.8)\) are zero as \( k \to \infty \).

Now we need only to find a particular solution to the inhomogeneous forms of \((3.7)\). Both are satisfied by the constant vector \( \bar{x} \), so that their general solutions are given by \( x^{(k)}_{n+1} = y^{(k)}_{n+1} + \bar{x} \), where \( y^{(k)}_{n+1} \) satisfies one of the relations \((3.8)\). Since \( \lim_{k \to \infty} y^{(k)}_{n+1} = 0 \), it follows that

\[
\lim_{k \to \infty} x^{(k)}_{n+1} = x^*_{n+1} = \bar{x}, \quad \text{with} \quad f^*_{n+1} = f(\bar{x}).
\]

But we know from the beginning of the proof that \( f(\bar{x}) \leq f^*_n \), which means that \( f^*_{n+1} \leq f^*_n \). Lemma 3.3, part (3), shows that this can be true only if \( f^*_n = f^*_{n+1} \), which gives part (1).
The result of part (2) is immediate because we have already shown a contradiction if there exists $K$ such that $x_1^{(k)}, \ldots, x_n^{(k)}$ remain constant for $k \geq K$. □

In analyzing convergence, we know from Lemma 3.4 that, if broken convergence occurs, there exists an index $j$ such that all vertices $\{x_i^{(k)}\}$, for $1 \leq i \leq j$, remain constant from some point on. If this happens, the best point $x_1^{(k)}$ will not be changed, and hence expansion steps cannot occur. (Nor can reflection steps in which a strict improvement is found over $f_1$.) For this reason, it is interesting to consider a restricted Nelder–Mead algorithm in which expansion steps are not taken; the analysis of the restricted algorithm is simpler because both $\text{vol}(\Delta_k)$ and $\text{diam}(\Delta_k)$ are nonincreasing if $\rho \leq 1$. We do not discuss the restricted algorithm further in this paper, but see [3].

In the remainder of this paper we consider strictly convex functions $f$ with bounded level sets. The level set $\Gamma_\mu(f)$ is defined as

$$\Gamma_\mu(f) = \{ x : f(x) \leq \mu \}.$$  

A function $f$ has bounded level sets if $\Gamma_\mu(f)$ is bounded for every $\mu$; this restriction excludes strictly convex functions like $e^{-x}$. The point of this restriction is that a strictly convex function with bounded level sets has a unique minimizer $x_{\text{min}}$.

4. Nelder–Mead in dimension 1 for strictly convex functions. We analyze the Nelder–Mead algorithm in dimension 1 on strictly convex functions with bounded level sets. The behavior of the Nelder–Mead algorithm in dimension 1 depends nontrivially on the values of the reflection coefficient $\rho$, the expansion coefficient $\chi$, and the contraction coefficient $\gamma$. (The shrink coefficient $\sigma$ is irrelevant because shrink steps cannot occur for a strictly convex function; see Lemma 3.5.) We show that convergence to $x_{\text{min}}$ always occurs as long as $\rho \chi \geq 1$ (Theorem 4.1) and that convergence is $M$-step linear when $\rho = 1$ (Theorem 4.2). The algorithm does not always converge to the minimizer $x_{\text{min}}$ if $\rho \chi < 1$. An interesting feature of the analysis is that $M$-step linear convergence can be guaranteed even though infinitely many expansion steps may occur.

4.1. Special properties in one dimension. In one dimension, the “next-worst” and the “best” vertices are the same point, which means that the centroid $\bar{x}^{(k)}$ is equal to $x_1^{(k)}$ at every iteration. A Nelder–Mead simplex is a line segment, so that, given iteration $k$ of type $\tau_k$,

$$\text{diam}(\Delta_{k+1}) = |\tau_k| \text{diam}(\Delta_k).$$

Thus, in the special case of the standard parameters $\rho = 1$ and $\chi = 2$, a reflection step retains the same diameter and an expansion step doubles the diameter of the simplex. To deal with different orderings of the endpoints, we use the notation $\text{int}(y, z)$ to denote the open interval with endpoints $y$ and $z$ (even if $y > z$), with analogous notation for closed or semiopen intervals.

The following lemma summarizes three important properties, to be used repeatedly, of strictly convex functions in $\mathbb{R}^1$ with bounded level sets.

**Lemma 4.1.** Let $f$ be a strictly convex function on $\mathbb{R}^1$ with a unique minimizer $x_{\text{min}}$.

1. Let $y_1$, $y_2$, and $y_3$ be three distinct points such that $y_2 \in \text{int}(y_1, y_3)$. Then

$$f(y_1) \geq f(y_2) \quad \text{and} \quad f(y_2) \leq f(y_3) \implies x_{\text{min}} \in \text{int}(y_1, y_3).$$
with a nondegenerate initial simplex $\Delta$ bounded level sets. Assume that the Nelder–Mead algorithm is applied to $f$, convergence to $x$ endpoints of the Nelder–Mead interval converge to $x$ point is accepted. At the next iteration, $x$ in (4.2) holds automatically for $x$, so that the first inequality in the "up–down–up" relation involving $f$ in (4.2) holds automatically for every Nelder–Mead interval. There are two possibilities.

(ii) If $f_1 > f_e$, we know from strict convexity that $f_r < f_1$, and the expansion point is accepted. At the next iteration, $x_2' = x_1$ and $x_1' = x_e$. There are two cases to consider.

4.2. Convergence to the minimizer. We first consider general Nelder–Mead parameters satisfying (2.1) and show that the condition $\rho \chi \geq 1, \chi > \rho, \rho \chi \geq 1, 0 < \gamma < 1$, beginning with a nondegenerate initial simplex $\Delta_0$. Then both endpoints of the Nelder–Mead interval converge to $x_{\min}$.

The proof of this theorem depends on several intermediate lemmas. First we show that the Nelder–Mead algorithm finds, within a finite number of iterations, an "interval of uncertainty" in which the minimizer must lie.

Lemma 4.2. (Bracketing of $x_{\min}$.) Let $f$ be a strictly convex function on $\mathbb{R}^1$ with bounded level sets. Assume that the Nelder–Mead algorithm is applied to $f$ beginning with a nondegenerate initial simplex $\Delta_0$ and that the reflection and expansion coefficients satisfy $\rho > 0, \chi > 1, \chi > \rho, \rho \chi \geq 1$. Then there is a smallest integer $K$ satisfying

\[ K \leq \frac{|x_{\min} - x_1^{(0)}|}{\text{diam}(\Delta_0)}, \text{ such that } f_2^{(K)} \geq f_1^{(K)} \text{ and } f_1^{(K)} \leq f_e^{(K)}. \]

In this case, $x_{\min} \in \text{int}(x_2^{(K)}, x_e^{(K)})$ and we say that $x_{\min}$ is bracketed by $x_2^{(K)}$ and $x_e^{(K)}$.

Proof. To reduce clutter, we drop the superscript $k$ and use a prime to denote quantities associated with iteration $k + 1$. By definition, $f_2 \geq f_1$, so that the first inequality in the "up–down–up" relation involving $f$ in (4.2) holds automatically for every Nelder–Mead interval. There are two possibilities.

(i) If $f_1 \leq f_e$, the "up–down–up" pattern of $f$ from (4.2) holds at the current iteration.

(ii) If $f_1 > f_e$, we know from strict convexity that $f_r < f_1$, and the expansion point is accepted. At the next iteration, $x_2' = x_1$ and $x_1' = x_e$. There are two cases to consider.
First, suppose that \( x_{\min} \) lies in \( \text{int}(x'_2, x'_1] = \text{int}(x_1, x_e) \). Using result (2) of Lemma 4.1, both \( f(x'_1) \) and \( f(x'_2) \) must be strictly larger than \( f(x'_1) \). Hence the “up–down–up” pattern of (4.2) holds at the next iteration.

Alternatively, suppose that \( x_{\min} \) lies “beyond” \( x_c \), i.e., beyond \( x_1' \). Then

\[
| x_{\min} - x'_1 | = | x_{\min} - x_1 | - \text{diam}(\Delta').
\]

It follows from (4.1) and the inequality \( \rho \chi \geq 1 \) that \( \text{diam}(\Delta') = \rho \chi \text{diam}(\Delta) \geq \text{diam}(\Delta) \). Thus the distance from \( x_{\min} \) to the current best point is reduced by an amount bounded below by \( \Delta_0 \), the diameter of the initial interval. This gives the upper bound on \( K \) of (4.2).

The next result shows that, once \( x_{\min} \) lies in a specified interval defined by the current Nelder–Mead interval and a number depending only on the reflection, expansion, and contraction coefficients, it lies in an analogous interval at all subsequent iterations.

**Lemma 4.3.** Let \( f \) be a strictly convex function on \( \mathbb{R}^1 \) with bounded level sets. Assume that the Nelder–Mead algorithm with parameters satisfying \( \rho > 0, \chi > 1, \chi > \rho, \rho \chi \geq 1, \) and \( 0 < \gamma < 1 \), is applied to \( f \) beginning with a nondegenerate initial simplex. We define \( N_{NM} \) as

\[
N_{NM} = \max\left( \frac{1}{\rho \gamma}, \frac{\rho}{\gamma}, \rho \chi, \chi - 1 \right),
\]

and we say that the proximity property holds at iteration \( k \) if

\[
x_{\min} \in \text{int}\left( x_2^{(k)}, x_1^{(k)} + N_{NM}(x_1^{(k)} - x_2^{(k)}) \right).
\]

Then, if the proximity property holds at iteration \( k \), it holds at iteration \( k + 1 \).

Proof. To reduce clutter, we omit the index \( k \) and use a prime to denote quantities associated with iteration \( k + 1 \). The proof considers all possible cases for location of \( x_{\min} \) in the interval defined by (4.4). We have either \( x_2 < x_1 < x_r < x_e \) or \( x_e < x_r < x_1 < x_2 \).

Case 1. \( x_{\min} \in \text{int}(x_2, x_1) \).

Lemma 4.1, part (2), implies that \( f_r > f_1 \), which means that a contraction step will be taken.

1a. If \( f_r \geq f_2 \), an inside contraction will occur, with \( x_{cc} = x_1 - \gamma(x_1 - x_2) \). Strict convexity implies that \( f_{cc} < f_2 \).

(i) If \( f_{cc} \geq f_1 \), \( x_{\min} \) lies in \( \text{int}(x_{cc}, x_1) \). The next Nelder–Mead interval is given by \( x'_2 = x_{cc} \) and \( x'_1 = x_1 \), which means that \( x_{\min} \in \text{int}(x'_2, x'_1) \), and the proximity property holds at the next iteration.

(ii) If \( f_{cc} < f_1 \), the next Nelder–Mead interval is \( x'_2 = x_1 \) and \( x'_1 = x_{cc} \). We also know that \( x_{\min} \neq x_1 \), so that \( x_{\min} \in \text{int}(x_2, x_1) = \text{int}(x_2, x'_2) \). To check whether (4.4) holds, we express \( x_2 \) in terms of the new Nelder–Mead interval as \( x_2 = x'_1 + \xi(x'_1 - x'_2) \).

Using the definition of \( x_{cc} \) gives

\[
x_2 = x_{cc} + \xi(x_{cc} - x_1) = x_1 + \gamma(x_2 - x_1) + \xi \gamma(x_2 - x_1), \quad \text{so that} \quad \xi = 1/\gamma - 1.
\]

For \( \rho > 1 \), we have \( 1/\gamma - 1 < \rho/\gamma \leq N_{NM} \), while for \( 0 < \rho \leq 1 \) we have \( 1/\gamma - 1 < 1/(\rho \gamma) \leq N_{NM} \), so that the proximity property (4.4) holds at the next iteration.

1b. If \( f_r < f_2 \), an outside contraction will occur, with \( x_c = x_1 + \rho \gamma(x_1 - x_2) \). Since \( x_{\min} \in \text{int}(x_2, x_1) \), part (2) of Lemma 4.1 implies that \( f_c > f_1 \). The new Nelder–Mead
interval is given by \( x_2' = x_c \) and \( x_1' = x_1 \), and the interval of uncertainty remains \( \text{int}(x_2, x_1') \). Expressing \( x_2 \) as \( x_1' + \xi(x_1' - x_2') \) gives

\[
x_2 = x_1 + \xi(x_1 - x_c) = x_1 - \xi \rho \gamma (x_1 - x_2),
\]

so that \( \xi = 1/\rho \gamma \leq N_{NM} \), and (4.4) holds at the next iteration.

Case 2. \( x_{\text{min}} \in \text{int}(x_1, x_r) \).

2a. If \( f_r < f_1 \), we try the expansion step \( x_e \). Part (2) of Lemma 4.1 implies that \( f_e > f_r \), which means that the reflection step is accepted, and the new Nelder–Mead interval is \( x_2' = x_1 \) and \( x_1' = x_r \). Then \( x_{\text{min}} \in \text{int}(x_2', x_1') \), and (4.4) holds at the next iteration.

2b. If \( f_r \geq f_2 \), an inside contraction will be taken, \( x_{cc} = x_1 - \gamma (x_1 - x_2) \). We also know that \( x_{\text{min}} \neq x_r \), so that \( x_{\text{min}} \in \text{int}(x_1, x_r) \). Part (2) of Lemma 4.1 implies that \( f_{cc} > f_1 \), and the next Nelder–Mead interval is \( x_2' = x_{cc} \) and \( x_1' = x_1 \), with \( x_{\text{min}} \in \text{int}(x_1', x_r) \). We express \( x_r \) as \( x_1' + \xi(x_1' - x_2') \), which gives

\[
x_r = x_1 + \rho(x_1 - x_2) = x_1 + \xi(x_1 - x_{cc}) = x_1 + \xi \gamma (x_1 - x_2),
\]

so that \( \xi = \rho/\gamma \leq N_{NM} \), and (4.4) holds at the next iteration.

2c. If \( f_r \geq f_1 \) and \( f_r < f_2 \), an outside contraction will be taken, \( x_e = x_1 + \rho \gamma (x_1 - x_2) \). We also know that \( x_{\text{min}} \neq x_r \), so that \( x_{\text{min}} \in \text{int}(x_1, x_r) \).

(i) If \( f_e > f_1 \), the new Nelder–Mead interval is \( x_2' = x_e \) and \( x_1' = x_1 \). Because \( f_e > f_1 \), \( x_{\text{min}} \in \text{int}(x_1, x_r) = \text{int}(x_2', x_1') \), and (4.4) holds at the next iteration.

(ii) If \( f_e < f_1 \), the new Nelder–Mead interval is \( x_2' = x_1 \) and \( x_1' = x_e \), and \( x_{\text{min}} \neq x_1 \). The interval of uncertainty remains \( \text{int}(x_1, x_r) = \text{int}(x_2', x_r) \). We thus write \( x_r \) as \( x_1' + \xi(x_1' - x_2') \):

\[
x_r = x_e + \xi(x_e - x_1) = x_1 + \rho \gamma (x_1 - x_2) + \xi \rho \gamma (x_1 - x_2),
\]

so that \( \xi = 1/\gamma - 1 < N_{NM} \), and (4.4) holds at the next iteration.

Case 3. \( x_{\text{min}} \in \text{int}(x_r, x_e) \).

3a. If \( f_e \geq f_r \), the new Nelder–Mead interval is \( x_2' = x_1 \) and \( x_1' = x_r \); furthermore, \( x_{\text{min}} \neq x_e \) and \( x_{\text{min}} \in \text{int}(x_1', x_e) \). Expressing \( x_e \) as \( x_1' + \xi(x_1' - x_2') \) gives

\[
x_e = x_1 + \rho \gamma (x_1 - x_2) = x_1 + \rho (x_1 - x_2) + \xi \rho (x_1 - x_2),
\]

so that \( \xi = \chi - 1 \).

Since \( \xi \leq N_{NM} \), (4.4) holds at the next iteration.

3b. If \( f_e < f_r \), we accept \( x_e \). The new Nelder–Mead interval is \( x_2' = x_1 \) and \( x_1' = x_e \).

Since \( x_r \) lies between \( x_1 \) and \( x_e \), \( x_{\text{min}} \in \text{int}(x_2', x_1') \) and (4.4) holds at the next iteration.

Case 4. \( x_{\text{min}} \in \text{int}(x_e, x_1 + N_{NM}(x_1 - x_2)] \).

Case 4 can happen only if \( N_{NM} > \rho \chi \), since \( x_e = x_1 + \rho \chi (x_1 - x_2) \). Thus it must be true that \( f_1 > f_r > f_e \), and the expansion point will be accepted. The new Nelder–Mead interval is defined by \( x_2' = x_1 \) and \( x_1' = x_e \). Writing \( x_1 + N_{NM}(x_1 - x_2) \) as \( x_e + \xi(x_e - x_1) \) gives

\[
x_1 + N_{NM}(x_1 - x_2) = x_1 + \rho \chi (x_1 - x_2) + \xi \rho \chi (x_1 - x_2),
\]

so that \( \xi = (N_{NM} - \rho \chi)/\rho \chi \).

Since \( \rho \chi \geq 1 \), \( \xi < N_{NM} \) and the proximity property holds at the next iteration.

Cases 1–4 are exhaustive, and the lemma is proved.

We prove that the Nelder–Mead simplex diameter converges to zero by first showing that the result of Lemma 3.6 holds, i.e., the function values at the interval endpoints converge to the same value, even when \( \rho \chi \geq 1 \).
Lemma 4.4. Let $f$ be a strictly convex function on $\mathbb{R}^1$ with bounded level sets. Assume that the Nelder–Mead algorithm with parameters satisfying $\rho > 0$ and $0 < \gamma < 1$ is applied to $f$ beginning with a nondegenerate initial simplex. Then $f_1 = f_2$.

Proof. If $\rho \gamma < 1$, the result follows from Lemma 3.6. Hence we assume that $\rho \gamma \geq 1$, which means that $\rho > 1$. The proof is by contradiction, beginning as in the proof of Lemma 3.6. If $f_1^j < f_2^j$, there is an iteration index $K$ such that, for $k \geq K$, every iteration $k$ is a contraction and $x_1$ does not change. (Without loss of generality, we may take $K = 0$.)

If iteration $k$ is an inside contraction, $\text{diam}(\Delta_{k+1}) = \gamma \text{diam}(\Delta_k) < \text{diam}(\Delta_k)$. If iteration $k$ is an outside contraction, $\text{diam}(\Delta_{k+1}) = \rho \gamma \text{diam}(\Delta_k) \geq \text{diam}(\Delta_k)$. Thus $\lim_{k \to \infty} \text{diam}(\Delta_k) \to 0$ if there are a finite number of outside contractions, and so we need to consider only the case of an infinite number of outside contractions.

Suppose that iteration $k$ is an outside contraction. Then $f_1^{(k)} \geq f_1^{(k-1)}$, $f_2^{(k)} < f_2^{(k-1)}$, and the contraction point is $x_c^{(k)} = x_1^{(k)} + \rho \gamma (x_1^{(k)} - x_2^{(k)})$. Since the best point does not change, $f_c^{(k)} = f_c^{(k-1)}$ and $x_2^{(k+1)} = x_c^{(k)}$. By strict convexity, $f_c^{(k)} < f_c^{(k)}$.

Define $z(\xi)$ as

$$ z(\xi) \equiv x_1^{(k)} + \xi (x_1^{(k)} - x_2^{(k)}), $$

so that $x_2^{(k)} = z(-1)$ and $x_r^{(k)} = z(\rho)$. Expressing $f_2^{(k)}$, $f_1^{(k)}$, and $f_c^{(k)}$ in this form, we have

$$ f(z(-1)) > f(z(0)) \leq f(z(\rho \gamma)) = f_2^{(k+1)}, $$

so that $x_{\text{min}} \in \text{int}(z(-1), z(\rho \gamma))$. The relation $f(z(-1)) = f_2^{(k)} > f_2^{(k+1)}$ and result (2) of Lemma 4.1 then imply that

$$ f(z(\xi)) > f_2^{(k+1)} \quad \text{if} \quad \xi \leq -1. $$

The next reflection point $x_r^{(k+1)}$ is given by

$$ x_r^{(k+1)} = x_1^{(k)} + \rho(x_1^{(k)} - x_2^{(k+1)}) = x_1^{(k)} - \rho^2 \gamma (x_1^{(k)} - x_2^{(k)}) = z(-\rho^2 \gamma). $$

Since $\rho \gamma \geq 1$ and $\rho > 1$, we have $\rho^2 \gamma > 1$, and we conclude from (4.6) that $f_2^{(k+1)}$ strictly exceeds $f_2^{(k+1)}$. Iteration $k + 1$ must therefore be an inside contraction, with

$$ x_{cc}^{(k+1)} = x_1^{(k+1)} + \gamma (x_1^{(k+1)} - x_2^{(k+1)}) = x_1^{(k+1)} + \rho \gamma^2 (x_1^{(k)} - x_2^{(k)}) = z(\rho \gamma^2). $$

Because $x_1$ does not change, $x_2^{(k+2)} = x_{cc}^{(k+1)}$ and the reflection point at iteration $k + 2$ is given by

$$ x_r^{(k+2)} = x_1^{(k+1)} + \rho(x_1^{(k+1)} - x_2^{(k+2)}) = x_1^{(k+1)} - \rho^2 \gamma^2 (x_1^{(k)} - x_2^{(k)}) = z(-\rho^2 \gamma^2). $$

Since $\rho^2 \gamma^2 \geq 1$, (4.6) again implies that the value of $f$ at $x_r^{(k+2)}$ exceeds $f_2^{(k+2)}$, and iteration $k + 2$ must be an inside contraction. Continuing, if iteration $k$ is an outside contraction followed by $j$ inside contractions, the (rejected) reflection point at iteration $k + j$ is $z(-\rho^2 \gamma^j)$ and the (accepted) contraction point is $z(\rho \gamma^{j+1})$.

Because of (4.6), iteration $k + j$ must be an inside contraction as long as $\rho^2 \gamma^j \geq 1$. Let $c^*$ denote the smallest integer such that $\rho^2 \gamma^{c^*} < 1$; note that $c^* > 2$. It follows that the sequence of contractions divides into blocks, where the $j$th block consists of
a single outside contraction followed by some number $c_j$ of inside contractions, with $c_j \geq c^*$ in each case. Letting $k_j$ denote the iteration index at the start of the $j$th such block, we have

$$\text{diam}(\Delta_{k_j}) = \rho \chi^j \text{diam}(\Delta_{k_{j-1}}) \leq \theta \text{diam}(\Delta_{k_{j-1}}), \quad \text{with} \quad \theta = \rho \chi^{c^*} < 1.$$ 

The simplex of largest diameter within each block occurs after the outside contraction, and has diameter $\rho \gamma \text{diam}(\Delta_{k_j})$. Thus we have

$$\lim_{k \to \infty} \text{diam}(\Delta_k) \to 0, \quad \lim_{k \to \infty} x^{(k)}_2 = x^{(k)}_1, \quad \text{and} \quad f^*_2 = f^*_1,$$

contradicting our assumption that $f^*_1 < f^*_2$ and giving the desired result. $\square$

We next show that in all cases the simplex diameter converges to zero, i.e., the simplex shrinks to a point.

**Lemma 4.5.** Let $f$ be a strictly convex function on $\mathbb{R}^1$ with bounded level sets. Assume that the Nelder–Mead algorithm with parameters satisfying $\rho > 0$ and $0 < \gamma < 1$ is applied to $f$ beginning with a nondegenerate initial simplex $\Delta_0$. Then $\lim_{k \to \infty} \text{diam}(\Delta_k) = 0$.

**Proof.** Lemma 4.4 shows that $f^*_1 = f^*_2$. If $f^*_1 = f_{\min}$, this function value is assumed at exactly one point, $x_{\min}$, and the desired result is immediate. If $f^*_1 > f_{\min}$, we know from strict convexity that $f$ takes the value $f^*_1$ at exactly two distinct points, denoted by $x^*_1$ and $x^*_2$, with $x^*_1 < x_{\min} < x^*_2$. The vertex function values converge from above to their limits and $f$ is continuous. Thus for any $\epsilon > 0$ there is an iteration index $K$ such that, for $k \geq K$, $x^{(k)}_1$ and $x^{(k)}_2$ are confined to $I^*_1 \cup I^*_2$, where

$$I^*_1 = [x^*_1 - \epsilon, x^*_1], \quad \text{and} \quad I^*_2 = [x^*_2, x^*_2 + \epsilon].$$

There are two cases to consider.

**Case 1.** Both endpoints $x^{(k)}_1$ and $x^{(k)}_2$ lie in the same interval for infinitely many iterations, i.e., for one of $j = 1, 2$, the relation

$$x^{(k)}_1 \in I^*_j \quad \text{and} \quad x^{(k)}_2 \in I^*_j$$

holds for infinitely many $k$.

In this case we assert that both endpoints remain in one of these intervals for all sufficiently large $k$. This result is proved by contradiction: assume that for any $\epsilon > 0$ and iteration $K_1$ where (4.8) holds, there is a later iteration $K_2$ at which $x^{(K_2)}_1$ and $x^{(K_2)}_2$ are in different intervals. Then, since $\text{diam}(\Delta_{K_1}) \leq \epsilon$ and $\text{diam}(\Delta_{K_2}) \geq x^*_2 - x^*_1$, we may pick $\epsilon$ so small that $\text{diam}(\Delta_{K_2}) > \max(1, \rho \chi) \text{diam}(\Delta_{K_1})$. The simplex diameter can be increased only by reflection, expansion, or outside contraction, and the maximum factor by which the diameter can increase in a single iteration is $\rho \chi$. If $x^{(K_1)}_1$ and $x^{(K_1)}_2$ are both in $I^*_1$, then strict convexity implies that any reflection, expansion, or outside contraction must move toward $I^*_2$ (and vice versa if the two vertices lie in $I^*_2$). But if $\epsilon$ is small enough so that $\epsilon \rho \chi < x^*_2 - x^*_1$, then some trial point between iterations $K_1$ and $K_2$ must lie in the open interval $(x^*_1, x^*_2)$, and by strict convexity its associated function value is less than $f^*_1$, a contradiction. We conclude that, since the Nelder–Mead endpoints $x^{(k)}_1$ and $x^{(k)}_2$ are in $I^*_j$ for all sufficiently large $k$, and since $f^{(k)}_2 \to f^{(k)}_1 \to f^*_1$, both endpoints must converge to the point $x^*_j$, and $\text{diam}(\Delta_k) \to 0$. 


Case 2. Both endpoints \(x_1^{(k)}\) and \(x_2^{(k)}\) are in separate intervals \(I_1^k\) and \(I_2^k\) for all \(k \geq K_1\).

We show by contradiction that this cannot happen because inside contraction potentially occurs that generates a point inside \((x_1^*, x_2^*)\). Let \(x_2^*\) denote the reflection point for the Nelder–Mead interval \([x_1^*, x_2^*]\), where either point may be taken as the “best” point; we know from strict convexity that \(f(x_2^*) > f_1^*\), with \(f_2^* = f_1^* + \delta\), for some \(\delta > 0\). Because \(f\) is continuous and \(x_2^{(k)}\) is a continuous function of \(x_1^{(k)}\) and \(x_2^{(k)}\), it follows that, given any \(\delta > 0\), eventually \(f_1^{(k)} < f_2^{(k)}\), and \(f_r^{(k)}\) are within \(\delta\) of their limiting values. Thus, for sufficiently large \(k\), \(f_r^{(k)} > f_2^{(k)} \geq f_1^{(k)}\) and an inside contraction will be taken.

Since \(x_1^{(k)}\) and \(x_2^{(k)}\) are in different intervals, the inside contraction point \(x_{cc}^{(k)}\) satisfies
\[
x_1^* - \epsilon + \gamma(x_2^* - (x_1^* - \epsilon)) \leq x_{cc}^{(k)} \leq x_2^* - \epsilon + \gamma(x_1^* - (x_2^* + \epsilon)).
\]
If \(\epsilon\) is small enough, namely, \(\epsilon < \gamma(x_2^* - x_1^*)/(1 - \gamma)\), then
\[
x_1^* < x_1^* + \gamma(x_2^* - x_1^*) - (1 - \gamma)\epsilon \leq x_{cc}^{(k)} \leq x_2^* - \gamma(x_2^* - x_1^*) + (1 - \gamma)\epsilon < x_2^*,
\]
i.e., \(x_{cc}^{(k)}\) lies in the open interval \((x_1^*, x_2^*)\) and \(f(x_{cc}^{(k)}) < f_1^*,\) a contradiction. \(\square\)

We now combine these lemmas to prove Theorem 4.1.

Proof of Theorem 4.1. (Convergence of Nelder–Mead in one dimension.) Lemma 4.2 shows that \(x_{min}\) is eventually bracketed by the worst vertex and the expansion point, i.e., for some iteration \(K\),
\[
x_{min} \in \text{int}(x_2^{(K)}, x_1^{(K)} + \rho x^*(x_1^{(K)} - x_2^{(K)})).
\]
Since the constant \(N_{NM}\) of (4.3) satisfies \(N_{NM} \geq \rho\), Lemma 4.3 shows that, for all \(k \geq K\), \(x_{min}\) satisfies the proximity property (4.4),
\[
x_{min} \in \text{int}(x_2^{(k)}, x_1^{(k)} + N_{NM}(x_1^{(k)} - x_2^{(k)})),
\]
which implies that
\[
|x_{min} - x_1^{(k)}| \leq N_{NM} \text{diam}(\Delta_k).
\]
Lemma 4.5 shows that \(\text{diam}(\Delta_k) \to 0\). Combined with (4.9), this gives the desired result. \(\square\)

4.3. Linear convergence with \(\rho = 1\). When the reflection coefficient is the standard choice \(\rho = 1\), the Nelder–Mead method not only converges to the minimizer, but its convergence rate is eventually \(M\)-step linear, i.e., the distance from the best vertex to the optimal point decreases every \(M\) steps by at least a fixed multiplicative constant less than one. This result follows from analyzing the special structure of permitted Nelder–Mead move sequences.

Theorem 4.2. (Linear convergence of Nelder–Mead in one dimension with \(\rho = 1\).) Let \(f\) be a strictly convex function on \(R^1\) with bounded level sets. Assume that the Nelder–Mead algorithm with reflection coefficient \(\rho = 1\), and expansion and contraction coefficients satisfying \(\chi > 1\) and \(0 < \gamma < 1\), is applied to \(f\) beginning with a nondegenerate initial simplex \(\Delta_0\). Then there is an integer \(M\) depending only on \(\chi\) and \(\gamma\) such that
\[
\text{diam}(\Delta_{k+M}) \leq \frac{1}{2} \text{diam}(\Delta_k) \quad \text{for all} \quad k \geq K,
\]
where \(K\) is the iteration index defined in Lemma 4.2.
As the first step in proving this theorem, we obtain two results unique to dimension 1 about sequences of Nelder–Mead iterations.

**Lemma 4.6.** Let \( f \) be a strictly convex function on \( \mathbb{R}^1 \) with bounded level sets, and assume that the Nelder–Mead method with parameters \( \rho = 1, \chi > 1, \) and \( 0 < \gamma < 1, \) is applied to \( f \) beginning with a nondegenerate initial simplex. Then

1. the number of consecutive reflections is bounded by \( r^* = [\chi - 1]; \)
2. the iteration immediately following a reflection cannot be an expansion.

**Proof.** For any iteration \( k, \) define \( z^{(k)}(\xi) \) as

\[
z^{(k)}(\xi) \equiv x^{(k)}_1 + \xi(x^{(k)}_1 - x^{(k)}_2),
\]

so that \( x^{(k)}_2 = z^{(k)}(-1), \) \( x^{(k)}_r = z^{(k)}(1), \) and \( x^{(k)}_e = z^{(k)}(\chi). \)

If iteration \( k \) is a reflection,

\[
(4.11) \quad f^{(k)}_r < f^{(k)}_1, \quad f^{(k)}_e \geq f^{(k)}_1, \quad x^{(k+1)}_1 = x^{(k)}_r, \quad \text{and} \quad x^{(k+1)}_2 = x^{(k)}_1.
\]

Applying Lemma 4.1 to the first two relations in (4.11), we can see that \( x_{\text{min}} \in \text{int}(x^{(k)}_1, x^{(k)}_e) \) and

\[
(4.12) \quad f(z^{(k)}(\xi)) \geq f^{(k+1)}_1 \quad \text{if} \quad \xi \geq \chi.
\]

Starting with iteration \( k, \) the (potential) \( \ell \)th consecutive reflection point is given by

\[
(4.13) \quad x^{(k+\ell-1)}_r = x^{(k)}_1 + \ell(x^{(k)}_1 - x^{(k)}_2) = z^{(k)}(\ell),
\]

which can be accepted only if its function value is strictly less than \( f(x^{(k+\ell-1)}_1). \) Strict convexity and (4.12) show that any point \( z^{(k)}(\xi) \) with \( \xi \geq \chi \) cannot be an accepted reflection point. Thus the number of consecutive reflections is bounded by the integer \( r^* \) satisfying

\[
\begin{align*}
\text{if} \quad r^* < \chi \quad \text{and} \quad r^* + 1 \geq \chi, \quad \text{i.e.,} \quad r^* = [\chi - 1].
\end{align*}
\]

This completes the proof of (1).

If iteration \( k \) is a reflection, the expansion point at iteration \( k + 1 \) is given by

\[
x^{(k+1)}_e = x^{(k+1)}_1 + (1 + \chi)(x^{(k+1)}_1 - x^{(k+1)}_2) = x^{(k)}_1 + (1 + \chi)(x^{(k)}_1 - x^{(k)}_2) = z^{(k)}(1 + \chi).
\]

Relation (4.12) implies that the function value at \( x^{(k+1)}_e \) exceeds \( f^{(k+1)}_1, \) so that \( x^{(k+1)}_e \) will not be accepted. This proves result (2) and shows that the iteration immediately following a successful reflection must be either a reflection or a contraction. \( \square \)

Note that \( r^* = 1 \) whenever the expansion coefficient \( \chi \leq 2; \) thus there cannot be two consecutive reflections with the standard Nelder–Mead coefficients (2.2) for \( n = 1. \)

As a corollary, we show that a contraction must occur no later than iteration \( K + r^*, \) where \( K \) is the first iteration at which the minimizer is bracketed by \( x_2 \) and the expansion point (Lemma 4.2).

**Corollary 4.1.** Let \( f \) be a strictly convex function on \( \mathbb{R}^1 \) with bounded level sets. Assume that the Nelder–Mead algorithm with \( \rho = 1 \) is applied to \( f \) beginning with a nondegenerate initial simplex \( \Delta_0, \) and let \( K \) denote the iteration index defined by Lemma 4.2 at which, for the first time, \( f^{(K)}_1 \leq f^{(K)}_e. \) Then a contraction must occur no later than iteration \( K + r^*. \)
Proof. There are two cases. If \( f_r^{(K)} \geq f_1^{(K)} \), iteration \( K \) is a contraction, and the result is immediate. Otherwise, if \( f_r^{(K)} < f_1^{(K)} \), iteration \( K \) is a reflection. Lemma 4.6 shows that there cannot be more than \( r^* \) consecutive reflections, and any sequence of consecutive reflections ends with a contraction. Hence a contraction must occur no later than iteration \( K + r^* \).

The next lemma derives a bound on the number of consecutive expansions immediately following a contraction.

**Lemma 4.7.** (Bounded consecutive expansions.) Let \( f \) be a strictly convex function on \( \mathbb{R}^1 \) with bounded level sets. Assume that the Nelder–Mead algorithm with \( \rho = 1 \), \( \chi > 1 \), and \( 0 < \gamma < 1 \) is applied to \( f \) beginning with a nondegenerate initial simplex \( \Delta_0 \). Let \( N_{NM} = \max(\chi, 1/\gamma) \), which is equivalent to its general definition (4.3) when \( \rho = 1 \). If iteration \( k \) is a contraction, then for all subsequent iterations there can be no more than \( j^* \) consecutive expansion steps, where \( j^* \) is defined as follows:

(a) if \( \chi = N_{NM} \), \( j^* = 0 \);
(b) if \( \chi < N_{NM} \), \( j^* \) is the largest integer satisfying \( \chi + \chi^2 + \cdots + \chi^{j^*} < N_{NM} \).

Proof. Since iteration \( k \) is a contraction, \( x_{\min} \in \text{int}(x_2^{(k)}, x_r^{(k)}) \). Thus the proximity property (4.4) is satisfied at iteration \( k \) and, by Lemma 4.3, for all subsequent iterations. The first expansion in a sequence of consecutive expansions must immediately follow a contraction (see result (2) of Lemma 4.6), and strict convexity imposes a bound on the number of subsequent consecutive expansions.

Using the notation of (4.10), we consider inequalities that apply to the best function value \( f_{j_1}^{(k+1)} \) at the next iteration, which is (possibly) the first expansion step in a sequence of consecutive expansions.

**Case 1.** If \( f_1^{(k)} < f_2^{(k)} \), iteration \( k \) is an outside contraction with \( x_c^{(k)} = x_1^{(k)} + \gamma(x_1^{(k)} - x_2^{(k)}). \)

(i) If \( f_c^{(k)} \geq f_1^{(k)} \), the next Nelder–Mead interval is defined by \( x_2^{(k+1)} = x_c^{(k)} \) and \( x_1^{(k+1)} = x_1^{(k)} \), and \( x_{\min} \in \text{int}(x_2^{(k)}, x_2^{(k+1)}) \). (The tie-breaking rule in section 2 is invoked if \( f_1^{(k)} = f_2^{(k)} \).) If an expansion occurs, the interval will expand toward \( x_2^{(k)} \), which satisfies

\[
(4.14) \quad x_2^{(k)} = x_1^{(k+1)} + \left( x_1^{(k+1)} - x_2^{(k+1)} \right)/\gamma = z^{(k+1)}(1/\gamma), \quad \text{with} \quad f_2^{(k)} > f_1^{(k+1)}. \]

(ii) If \( f_c^{(k)} < f_1^{(k)} \), the next Nelder–Mead interval is defined by \( x_2^{(k+1)} = x_1^{(k)} \) and \( x_1^{(k+1)} = x_c^{(k)} \), and \( x_{\min} \in \text{int}(x_2^{(k+1)}, x_r^{(k)}) \). Any expansion will be toward \( x_r^{(k)} \), which satisfies

\[
(4.15) \quad x_r^{(k)} = x_1^{(k+1)} + (1/\gamma - 1) \left( x_1^{(k+1)} - x_2^{(k+1)} \right) = z^{(k+1)}(1/\gamma - 1), \quad \text{with} \quad f_r^{(k)} > f_1^{(k+1)}. \]

**Case 2.** If \( f_1^{(k)} \geq f_2^{(k)} \), iteration \( k \) is an inside contraction with \( x_c^{(k)} = x_1^{(k)} - \gamma(x_1^{(k)} - x_2^{(k)}). \)

(i) If \( f_c^{(k)} \geq f_1^{(k)} \), the next Nelder–Mead interval is defined by \( x_2^{(k+1)} = x_c^{(k)} \) and \( x_1^{(k+1)} = x_1^{(k)} \), and \( x_{\min} \in \text{int}(x_2^{(k+1)}, x_r^{(k)}) \). (The tie-breaking rule in section 2 is invoked if \( f_c^{(k)} = f_1^{(k)} \).) If an expansion occurs, the interval will expand toward \( x_r^{(k)} \), which satisfies

\[
(4.16) \quad x_r^{(k)} = x_1^{(k+1)} + \left( x_1^{(k+1)} - x_2^{(k+1)} \right)/\gamma = z^{(k+1)}(1/\gamma), \quad \text{with} \quad f_r^{(k)} > f_1^{(k+1)}. \]
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with \( f_{r}^{(k)} > f_{1}^{(k+1)} \).

(ii) If \( f_{cc}^{(k)} < f_{1}^{(k)} \), the next Nelder–Mead interval is defined by \( x_{2}^{(k+1)} = x_{r}^{(k)} \) and \( x_{1}^{(k+1)} = x_{cc}^{(k)} \), and \( x_{\min} \in \text{int}(x_{2}^{(k)}, x_{2}^{(k+1)}) \). Any expansion will be toward \( x_{2}^{(k)} \), which satisfies

\[
(4.17) \quad x_{2}^{(k)} = x_{1}^{(k+1)} + (1/\gamma - 1) \left( x_{1}^{(k+1)} - x_{2}^{(k+1)} \right) = z^{(k+1)}(1/\gamma - 1),
\]

with \( f_{2}^{(k)} > f_{1}^{(k+1)} \).

For each of the four cases 1(i)–2(ii), the value of \( f \) at \( z^{(k+1)}(\xi) \) exceeds \( f_{1}^{(k+1)} \) for some \( \xi \) that is equal to or bounded above by \( N_{NM} \). Applying result (2) of Lemma 4.1 to the interval in which \( x_{\min} \) lies and the corresponding expression from (4.14)–(4.17), we conclude that, if a sequence of consecutive expansions begins at iteration \( k + 1 \), then

\[
(4.18) \quad f(z^{(k+1)}(\xi)) > f(x_{1}^{(k+1)}) \quad \text{whenever} \quad \xi \geq N_{NM}.
\]

The remainder of the proof is similar to that of Lemma 4.6. The expansion point at iteration \( k + 1 \) is \( x_{e}^{(k+1)} = z^{(k+1)}(\chi) \). If \( \chi = N_{NM} \), it follows from (4.18) that this point will not be accepted, and consequently iteration \( k + 1 \) cannot be an expansion; this corresponds to the case \( j^{*} = 0 \). If \( \chi < N_{NM} \), then, starting with iteration \( k + 1 \), the (potential) \( j \)th consecutive expansion point for \( j \geq 1 \) is given by

\[
(4.19) \quad x_{e}^{(k+j)} = z^{(k+1)}(\chi + \chi^{2} + \cdots + \chi^{j}).
\]

This point can be accepted only if its function value is strictly less than \( f(x_{e}^{(k+j)}) \), which strictly decreases after each accepted expansion. Relations (4.18) and (4.19) together show that, for \( j \geq 1 \), \( x_{e}^{(k+j)} \) might be accepted only if

\[
\chi + \chi^{2} + \cdots + \chi^{j} < N_{NM}.
\]

Applying the definition of \( j^{*} \), it follows that the value of \( j^{*} \) must be bounded above by \( j^{*} \).

For the standard expansion coefficient \( \chi = 2 \), the value of \( N_{NM} \) is \( \max(2, 1/\gamma) \) and the values of \( j^{*} \) for several ranges of \( \gamma \) are

\[
j^{*} = 0 \quad \text{when} \quad \frac{1}{2} \leq \gamma < 1; \quad j^{*} = 1 \quad \text{when} \quad \frac{1}{6} \leq \gamma < \frac{1}{2}; \quad j^{*} = 2 \quad \text{when} \quad \frac{1}{14} \leq \gamma < \frac{1}{6}.
\]

In the “standard” Nelder–Mead algorithm with contraction coefficient \( \gamma = \frac{1}{2} \), the zero value of \( j^{*} \) means that no expansion steps can occur once the minimizer is bracketed by the worst point and the reflection point at any iteration.

We now examine the effects of valid Nelder–Mead move sequences on the simplex diameter.

**Lemma 4.8.** Let \( f \) be a strictly convex function on \( \mathbb{R}^1 \) with bounded level sets. Assume that the Nelder–Mead algorithm with \( \rho = 1, \chi > 1, \) and \( 0 < \gamma < 1 \) is applied to \( f \) beginning with a nondegenerate initial simplex \( \Delta_0 \). Let \( \Delta \) denote the simplex immediately following any contraction, and \( \Delta' \) the simplex immediately following the next contraction. Then there exists a value \( \varphi \) depending only on \( \chi \) and \( \gamma \) such that \( \text{diam}(\Delta') \leq \varphi \text{diam}(\Delta) \), where \( \varphi < 1 \).

**Proof.** Lemma 4.7 shows that the number of consecutive expansions between any two contractions cannot exceed \( j^{*} \). Since \( N_{NM} = \max(1/\gamma, \chi) \) and reflection does not
change the diameter, the worst-case growth occurs when $j^*$ expansions are followed by a contraction, which corresponds to $\varphi = \chi^j \gamma$. If $j^* = 0$, $\varphi = \gamma$ and is consequently less than 1. If $N_{\text{NM}} = \chi$, $j^*$ must be zero. In the remaining case when $N_{\text{NM}} = 1/\gamma$ and $j^* > 0$, the condition defining $j^*$ (part (b) of Lemma 4.7) may be written as

$$\gamma(\chi + \cdots + \chi^j) < 1,$$

which implies that $\varphi = \gamma \chi^j < 1$, the desired result.

Combining all these results, we prove $M$-step linear convergence of Nelder–Mead in dimension 1 when $\rho = 1$.

**Proof of Theorem 4.2.** In proving $M$-step linear convergence, we use a directed graph to depict the structure of valid Nelder–Mead move sequences. We have shown thus far that the minimizer is bracketed at iteration $K$ (Lemma 4.2) and that a contraction must occur no later than iteration $K + r^*$ (Lemmas 4.6 and Corollary 4.1). Thereafter, no more than $j^*$ consecutive expansions can occur (Lemma 4.7), and any sequence of consecutive expansions must end with either a contraction alone or a sequence of at most $r^*$ consecutive reflections followed by a contraction (see Lemma 4.6).

The structure of legal iteration sequences following a contraction can thus be represented by a directed graph with four states (nodes): expansion, reflection, and the two forms of contraction. Each state is labeled by the absolute value of its move type, so that an inside contraction is labeled “$\gamma$”, an outside contraction is labeled “$\rho \gamma$”, a reflection is labeled “$\rho$”, and an expansion is labeled “$\rho \chi$”. For example, Figure 3 shows the graph corresponding to $\rho = 1$, $\chi = 2$, and any contraction coefficient satisfying $\frac{1}{14} \leq \gamma < \frac{1}{6}$. For these coefficients, at most two consecutive expansion steps can occur ($j^* = 2$), and at most one consecutive reflection ($r^* = 1$). (Because $\rho = 1$, we have not distinguished between inside and outside contractions.)

![Fig. 3. Directed graph depicting legal Nelder–Mead moves for $\rho = 1$, $\chi = 2$, and $\frac{1}{14} \leq \gamma < \frac{1}{6}$.](image)

According to (4.1), the simplex diameter is multiplied by $\rho$ for a reflection, $\rho \chi$ for an expansion, $\rho \gamma$ for an outside contraction, and $\gamma$ for an inside contraction. Starting in the contraction state with initial diameter 1, the diameter of the Nelder–Mead interval after any sequence of moves is thus the product of the state labels encountered. The first contraction in the Nelder–Mead method can occur no later than iteration $K + r^*$. Thereafter, Lemmas 4.6 and 4.7 show that any minimal cycle
in the graph of valid Nelder–Mead moves (i.e., a cycle that does not pass through any node twice) has length at most \( j^* + r^* + 1 \): Lemma 4.8 shows that the product of state labels over any cycle in the Nelder–Mead graph cannot exceed \( \varphi \). For any integer \( m \), a path of length \( m(j^* + r^* + 1) \) must contain at least \( m \) minimal cycles. Given any such path, we can remove minimal cycles until at most \( j^* + r^* \) edges are left over. Consequently, the simplex diameter at the end of the associated sequence of Nelder–Mead iterations must be multiplied by a factor no larger than \( \chi^{j^*+r^*} \varphi^m \). If we choose \( m \) as the smallest value such that

\[
\chi^{j^*+r^*} \varphi^m \leq \frac{1}{2},
\]

then \( M = m(j^* + r^* + 1) \) satisfies \( \text{diam}(\Delta_{k+M}) \leq \frac{1}{2} \text{diam}(\Delta_k) \), which gives the desired result.

\[ \square \]

\( M \)-step linear convergence can also be proved for certain ranges of parameter values with \( \rho \neq 1 \) by imposing restrictions that guarantee, for example, that \( j^* = 0 \) and \( r^* = 1 \).

4.4. A pattern search method interpretation of Nelder–Mead for \( n = 1 \).

Pattern search methods [13] are direct search methods that presuppose a lattice grid pattern for search points. Torczon [14] has recently informed us that the analysis [13] for pattern search methods can be adapted in dimension 1 to the Nelder–Mead method when

\( \rho = 1 \) and \( \chi \) and \( \gamma \) are rational.

(These restrictions are satisfied for the standard coefficients \( \rho = 1, \chi = 2, \) and \( \gamma = \frac{1}{2} \).) The condition \( \rho = 1 \) is needed to guarantee that, following an outside contraction at iteration \( k \), the reflection point at iteration \( k + 1 \) is identical to the inside contraction point at iteration \( k \) (and vice versa). Rationality of \( \chi \) and \( \gamma \) is needed to retain the lattice structure that underlies pattern search methods. When (4.20) holds and \( f \) is once-continuously differentiable, the Nelder–Mead method generates the same sequence of points as a (related) pattern search method with relabeled iterations. Consequently, the results in [13] imply that \( \lim \inf |\nabla f(x_k)| \to 0 \), where \( x_k \) denotes the best point in \( \Delta_k \).


In this section we consider the standard Nelder–Mead algorithm, with coefficients \( \rho = 1, \chi = 2, \) and \( \gamma = \frac{1}{2} \), applied to a strictly convex function \( f(x) \) on \( \mathbb{R}^2 \) with bounded level sets. The assumption that \( \rho = 1 \) is essential in our analysis.

We denote the (necessarily unique) minimizer of \( f \) by \( x_{\text{min}} \), and let \( f_{\text{min}} = f(x_{\text{min}}) \). Note that the level set \( \{x \mid f(x) \leq \mu\} \) is empty if \( \mu < f_{\text{min}} \), the single point \( x_{\text{min}} \) if \( \mu = f_{\text{min}} \), and a closed convex set if \( \mu > f_{\text{min}} \).

5.1. Convergence of vertex function values.

Our first result shows that, for the standard Nelder–Mead algorithm, the limiting function values at the vertices are equal.

Theorem 5.1. (Convergence of vertex function values for \( n = 2 \)) Let \( f \) be a strictly convex function on \( \mathbb{R}^2 \) with bounded level sets. Assume that the Nelder–Mead algorithm with reflection coefficient \( \rho = 1 \) and contraction coefficient \( \gamma = \frac{1}{2} \) is applied to \( f \) beginning with a nondegenerate initial simplex \( \Delta_0 \). Then the three limiting vertex function values are the same, i.e.,

\[
\tilde{f}_1^* = \tilde{f}_2^* = \tilde{f}_3^*.
\]
Proof. Corollary 3.1, which applies in any dimension, gives the result immediately if the best vertex $x_1^{(k)}$ changes infinitely often. The following lemma treats the only remaining case, in which $x_1^{(k)}$ eventually becomes constant.

**Lemma 5.1.** Let $f$ be a strictly convex function on $\mathbb{R}^2$ with bounded level sets. Assume that the Nelder–Mead algorithm with $\rho = 1$ and $\gamma = \frac{1}{2}$ is applied to $f$ beginning with a nondegenerate initial simplex $\Delta_0$. If the best vertex $x_1^{(k)}$ is constant for all $k$, then the simplices $\Delta_k$ converge to the point $x_1^{(0)}$ as $k \to \infty$.

**Proof.** Without loss of generality, the (constant) best vertex $x_1$ may be taken as the origin. The proof that $x_2$ and $x_3$ converge to the origin has four elements: (i) a matrix recursion that defines the Nelder–Mead vertices at the infinite subsequence of iterations when $x_2$ changes; (ii) a special norm that measures progress toward the origin; (iii) bounds on this norm obtained from the singular values of a matrix constrained to a subspace; and (iv) the illegality of certain patterns of Nelder–Mead move types in the iteration subsequence.

(i) The matrix recursion. We know from Lemma 3.6 that the next-worst vertex $x_2^{(k)}$ must change infinitely often. There is thus a subsequence of iterations $\{k_\ell\}$, $\ell = 0, 1, \ldots$, with $k_0 = 0$, where $x_2$ changes, i.e.,

$$x_2^{(k_{\ell+1})} \neq x_2^{(k_\ell)} \quad \text{and} \quad x_2^{(i)} = x_2^{(i-1)}, \quad i = k_\ell + 1, \ldots, k_{\ell+1} - 1.$$ 

We then define new sequences $\tilde{x}_2$ and $\tilde{x}_3$ from

$$\tilde{x}_2^{(\ell)} = x_2^{(k_\ell)} \quad \text{and} \quad \tilde{x}_3^{(\ell)} = x_3^{(k_\ell)}.$$

Because $x_1$ is constant and $x_2$ changes at iteration $k_\ell$, $x_3$ thereupon becomes the "old" $x_2$, i.e.,

$$\tilde{x}_3^{(\ell)} = x_2^{(\ell-1)}.$$

For each iteration strictly between $k_\ell$ and $k_{\ell+1}$, only $x_3$ changes, so that

$$x_3^{(i)} = \frac{1}{2} x_2^{(i-1)} + \tau_{i-1} \left(\frac{1}{2} x_2^{(i-1)} - x_3^{(i-1)}\right) \quad \text{for} \quad i = k_\ell + 1, \ldots, k_{\ell+1} - 1,$$

where $\tau_i$ is the type of iteration $i$. Note that any iteration in which only $x_3$ changes must be a contraction, so that $\tau_i$ is necessarily $\pm 1$ when $k_\ell < i < k_{\ell+1}$; the value of $\tau_{k_\ell}$, however, can be $1$ or $-1$. Since only $x_3$ is changing between iterations $k_\ell$ and $k_{\ell+1}$, relation (5.3) implies that

$$x_3^{(k_{\ell+j})} = \frac{1}{2} x_2^{(k_\ell)} + (-1)^{j-1} \prod_{i=0}^{j-1} \tau_{k_{\ell+i}} \left(\frac{1}{2} x_2^{(k_i)} - x_3^{(k_i)}\right)$$

for $j = 1, \ldots, k_{\ell+1} - k_\ell - 1$.

Using (5.1), (5.2) and (5.4), we obtain an expression representing $\tilde{x}_2^{(\ell+1)}$ entirely in terms of $\tilde{x}_2^{(\ell)}$ and $\tilde{x}_2^{(\ell-1)}$:

$$\tilde{x}_2^{(\ell+1)} = \frac{1}{2} \tilde{x}_2^{(\ell)} + \tilde{\tau}_\ell \left(\frac{1}{2} \tilde{x}_2^{(\ell)} - \tilde{x}_2^{(\ell-1)}\right),$$

where

$$\tilde{\tau}_\ell = (-1)^{\ell} \prod_{i=0}^{\ell} \tau_{k_{\ell+i}}, \quad \text{with} \quad \ell = k_{\ell+1} - k_\ell - 1.$$
Because reflections cannot occur between iterations $k_\ell$ and $k_{\ell+1}$, we know that $|\tilde{\tau}_\ell| \leq \frac{1}{2}$ or $\tilde{\tau}_\ell = 1$. (The latter happens only when iterations $k_\ell$ and $k_{\ell+1}$ are consecutive).

Using matrix notation, we have

$$\tilde{x}_2^{(\ell)} = \begin{pmatrix} \tilde{x}_{21}^{(\ell)} \\ \tilde{x}_{22}^{(\ell)} \end{pmatrix} = \begin{pmatrix} u_\ell \\ v_\ell \end{pmatrix}; \quad (5.1)$$

then gives $\tilde{x}_3^{(\ell)} = \tilde{x}_2^{(\ell-1)} = \begin{pmatrix} u_{\ell-1} \\ v_{\ell-1} \end{pmatrix}$.

The Nelder–Mead update embodied in (5.5) can be written as a matrix recursion in $u$ and $v$:

$$\begin{pmatrix} u_{\ell+1} \\ v_{\ell+1} \\ u_\ell \\ v_\ell \end{pmatrix} = \begin{pmatrix} \frac{1}{2}(1 + \tilde{\tau}_\ell) & -\tilde{\tau}_\ell \\ 1 & 0 \end{pmatrix} \begin{pmatrix} u_\ell \\ v_\ell \\ u_{\ell-1} \\ v_{\ell-1} \end{pmatrix}. \quad (5.7)$$

Define $u_\ell$ and $v_\ell$ by

$$u_\ell = \begin{pmatrix} \frac{1}{2}(1 + \tilde{\tau}_\ell) \\ 1 \end{pmatrix} \quad \text{and} \quad v_\ell = \begin{pmatrix} -\tilde{\tau}_\ell \\ 0 \end{pmatrix},$$

so that $u_\ell$ contains the $x$-coordinates of the current second-worst and worst vertices, $\tilde{x}_2^{(\ell)}$ and $\tilde{x}_3^{(\ell)}$, and $v_\ell$ contains their $y$ coordinates. The desired conclusion of Lemma 5.1 follows if we can show that

$$\lim_{\ell \to \infty} u_\ell = 0 \quad \text{and} \quad \lim_{\ell \to \infty} v_\ell = 0. \quad (5.8)$$

We shall prove only the first relation in (5.8); the proof of the second is similar.

(ii) *Measuring progress toward the origin.* To prove convergence of $u_\ell$ to the origin, it might appear that we could simply apply norm inequalities to the matrix equation (5.7). Unfortunately, the two-norm of the matrix in (5.7) exceeds one for all valid $\tilde{\tau}_\ell$, which means that $\|u_{\ell+1}\|$ can be larger than $\|u_\ell\|$. Hence we need to find a suitable nonincreasing size measure associated with each Nelder–Mead iteration (5.7).

Such a size measure is given by a positive definite quadratic function $Q$ of two scalar arguments (or, equivalently, of a 2-vector):

$$Q(a, b) = 2(a^2 - ab + b^2) = a^2 + b^2 + (a - b)^2. \quad (5.9)$$

Evaluating $Q(u_{\ell+1})$ using (5.7) gives

$$Q(u_{\ell+1}) = \left(\frac{3}{2} + \frac{1}{2} \tilde{\tau}_\ell^2\right)u_\ell^2 - 2\tilde{\tau}_\ell^2u_\ell u_{\ell-1} + 2\tilde{\tau}_\ell^2u_{\ell-1}^2.$$  

After substitution and manipulation, we obtain

$$Q(u_\ell) - Q(u_{\ell+1}) = 2(1 - \tilde{\tau}_\ell^2)(\frac{1}{2}u_\ell - u_{\ell-1})^2; \quad (5.10)$$

which shows that

$$Q(u_{\ell+1}) \leq Q(u_\ell) \quad \text{when} \quad -1 \leq \tilde{\tau}_\ell \leq 1. \quad (5.11)$$

It follows that $Q$ is, as desired, a size measure that is nonincreasing for all valid values of $\tilde{\tau}_\ell$. Furthermore, because $Q$ is positive definite, we can prove that $u_\ell \to 0$ by showing that $Q(u_\ell) \to 0$.

An obvious and appealing geometric interpretation of $Q$ in terms of the Nelder–Mead simplices is that the quantity $Q(u_\ell) + Q(v_\ell)$ is the sum of the squared side
lengths of the Nelder–Mead triangle at iteration $k$, with vertices at the origin, $\tilde{x}_2^{(k)}$, and $\tilde{x}_3^{(k)}$. Relation (5.11) indicates that, after a reflection or contraction in which $x_2$ changes, the sum of the squared side lengths of the new Nelder–Mead triangle cannot increase, even though $\|u_{k+1}\|$ may be larger. Figure 4 depicts an example in which, after an outside contraction, both $\|u_{k+1}\|$ and $\|v_{k+1}\|$ increase. Nonetheless, the sum of the squared triangle side lengths is reduced.

![Sum of squared sides](image)

**Fig. 4. A triangle and its outside contraction.**

(iii) **Singular values in a subspace.** To obtain worst-case bounds on the size of $Q$, it is convenient to interpret $Q$ as the two-norm of a specially structured 3-vector derived from $u_k$. Within the context of a Nelder–Mead iteration (5.6), we use the notation

$$
\xi_k = \begin{pmatrix} u_k \\ u_{k-1} \\ u_k - u_{k-1} \end{pmatrix}, \quad \text{so that} \quad Q(u_k) = \|\xi_k\|^2.
$$

The structure of $\xi$ (5.12) can be formalized by observing that it lies in the two-dimensional null space of the vector $(1, -1, -1)$. Let $Z$ denote the following $3 \times 2$ matrix whose columns form a (nonunique) orthonormal basis for this null space:

$$
Z = \begin{pmatrix} z_1 \\ z_2 \end{pmatrix}, \quad \text{where} \quad z_1 = \frac{1}{\sqrt{6}} \begin{pmatrix} 2 \\ 1 \\ 1 \end{pmatrix} \quad \text{and} \quad z_2 = \frac{1}{\sqrt{2}} \begin{pmatrix} 0 \\ 1 \\ -1 \end{pmatrix}.
$$

Let $q_k$ denote the unique 2-vector satisfying

$$
\xi_k = Zq_k = \begin{pmatrix} u_k \\ u_{k-1} \\ u_k - u_{k-1} \end{pmatrix}.
$$

Since $Z^T Z = I$, we have

$$
\|\xi_k\| = \|q_k\| \quad \text{and} \quad Q(u_k) = \|\xi_k\|^2 = \|q_k\|^2,
$$

so that we may use $\|q_k\|$ to measure $Q$.

The Nelder–Mead move (5.7) can be written in terms of a $3 \times 3$ matrix $M_k$ applied to $\xi_k$:

$$
\xi_{k+1} = M_k \xi_k, \quad \text{where} \quad M_k = \begin{pmatrix} \frac{1}{2}(1 + \tilde{\tau}_k) & -\tilde{\tau}_k & 0 \\ 1 & 0 & 0 \\ -\frac{1}{2} & -\frac{1}{2} \tilde{\tau}_k & \frac{1}{2} \tilde{\tau}_k \end{pmatrix}.
$$
As we have already shown, the special structure of the vector $\xi_\ell$ constrains the effects of the transformation $M_\ell$ to a subspace. To analyze these effects, note that, by construction of $M_\ell$, its application to any vector in the column space of $Z$ produces a vector in the same column space, i.e.,

\[(5.16) \quad M_\ell Z = Z W_\ell, \quad \text{where} \quad W_\ell = Z^T M_\ell Z.\]

A single Nelder–Mead move (5.7) is thus given by

\[\xi_{\ell+1} = M_\ell \xi_\ell = M_\ell Z q_\ell = Z W_\ell q_\ell,\]

so that, using (5.14),

\[Q(u_{\ell+1}) = \|\xi_{\ell+1}\|^2 = \|W_\ell q_\ell\|^2,\]

and we may deduce information about the behavior of $Q$ from the structure of the $2 \times 2$ matrix $W_\ell$.

Direct calculation shows that, for any $\tilde{\tau}_\ell$, $W_\ell$ is the product of an orthonormal matrix $\tilde{Z}$ and a diagonal matrix:

\[(5.17) \quad W_\ell = \tilde{Z} \Sigma_\ell, \quad \text{where} \quad \tilde{Z} = \begin{pmatrix} \frac{1}{2} & \frac{\sqrt{3}}{2} \\ \frac{-\sqrt{3}}{2} & \frac{1}{2} \end{pmatrix} \quad \text{and} \quad \Sigma_\ell = \begin{pmatrix} 1 & 0 \\ 0 & -\tilde{\tau}_\ell \end{pmatrix},\]

with $\tilde{Z}$ representing a rotation through 60 degrees. The form (5.17), analogous to the singular value decomposition apart from the possibly negative diagonal element of $\Sigma_\ell$, reveals that the extreme values of $\|W_\ell q_\ell\|$ are

\[(5.18) \quad \max_{\|q\| = 1} \|W_\ell q\| = 1 \quad \text{when} \quad q = \begin{pmatrix} 1 \\ 0 \end{pmatrix} \quad \text{and} \quad \min_{\|q\| = 1} \|W_\ell q\| = |\tilde{\tau}_\ell| \quad \text{when} \quad q = \begin{pmatrix} 0 \\ 1 \end{pmatrix}.\]

For a reflection ($\tilde{\tau}_\ell = 1$), the value of $Q$ is unchanged for all $q$ and hence for all $u$. When $|\tilde{\tau}_\ell| = \frac{1}{2}$, relationship (5.13) indicates how the extremes of (5.18) map into $u$-space. The value of $Q$ remains constant, i.e., $Q(u_{\ell+1}) = Q(u_\ell)$, only when $u_\ell$ has the form $(2\alpha, \alpha)$ for some nonzero $\alpha$; this can also be seen directly in (5.10). The maximum reduction in $Q$, by a factor of $\tilde{\tau}_\ell^2$, occurs only when $u_\ell$ has the form $(0, \alpha)$ for some nonzero $\alpha$.

A geometric interpretation of reflection and contraction moves is depicted in Figure 5. The plane in each case represents $u$-space. The first figure shows an elliptical level curve of points $(u_\ell, u_{\ell-1})$ for which $Q = 2$; three particular points on the level curve are labeled as $u_i$. The second figure shows the image of this level curve following the reflection move (5.7) with $\tilde{\tau} = 1$. Points on the level curve are transformed by a reflection to rotated points on the same level curve; the image points of $u_i$ are labeled as $u_i'$. The third figure shows the image of the level curve in the first figure after a Nelder–Mead contraction move (5.7) with $\tilde{\tau} = \frac{1}{2}$. The transformed points are not only rotated, but their $Q$-values are (except for two points) reduced. The points $u_2 = (2/\sqrt{3}, 1/\sqrt{3})$ and $u_3 = (0, 1)$ represent the extreme effects of contraction, since $Q(u_2) = Q(u_2)$, and $Q(u_3) = \frac{1}{4} Q(u_3)$. 
Our next step is to analyze what can happen to the value of $Q$ following a sequence of Nelder–Mead iterations and to show that even in the worst case $Q$ must eventually be driven to zero. Relation (5.17) implies that, for any vector $q$,

$$\|W_j q\| \leq \|W_k q\| \quad \text{if} \quad |\tilde{r}_j| \leq |\tilde{r}_k|.$$  

In determining upper bounds on $Q$, we therefore need to consider only the two values $\tilde{r}_\ell = 1$ and $\tilde{r}_\ell = \frac{1}{2}$ (the latter corresponding to the largest possible value of $|\tilde{r}|$ when $\tilde{r} \neq 1$).

Using (5.16) repeatedly to move $Z$ to the left, we express a sequence of $N$ Nelder–Mead moves (5.7) starting at iteration $\ell$ as

$$\xi_{\ell+N} = M_{\ell+N-1} \cdots M_\ell Z q_\ell = Z W_{\ell+N-1} \cdots W_\ell q_\ell.$$  

Substituting for each $W$ from (5.17), the Euclidean length of $q_{\ell+N}$ is bounded by

$$\|q_{\ell+N}\| \leq \|\tilde{Z} \Sigma_{\ell+N-1} \cdots \tilde{Z} \Sigma_\ell\| \|q_\ell\|.$$  

(5.19)

A relatively straightforward calculation shows that $\|q_{\ell+N}\|$ is strictly smaller than $\|q_\ell\|$ after any of the move sequences:

$$\begin{align*}
(c, c) \quad \text{for } N = 2, \\
(c, 1, c) \quad \text{for } N = 3, \\
(c, 1, 1, c) \quad \text{for } N = 5, \\
(c, 1, 1, 1, 1, c) \quad \text{for } N = 6,
\end{align*}$$  

(5.20)

where “c” denotes $\tilde{r} = \frac{1}{2}$ and “1” denotes $\tilde{r} = 1$. For these sequences,

$$\|q_{\ell+N}\| \leq \beta_{cc} \|q_\ell\|, \quad \text{where } \beta_{cc} \approx 0.7215.$$  

(The quantity $\beta_{cc}$ is the larger root of the quadratic $\lambda^2 + \frac{41}{64}\lambda + \frac{1}{16}$.) Following any of the Nelder–Mead type patterns (5.20), the size measure $Q$ must be decreased by a factor of at least $\beta_{cc}^2 \approx 0.5206$.

(iv) **Illegal patterns of Nelder–Mead move types.** At this point we add the final element of the proof: certain patterns of Nelder–Mead move types cannot occur in the subsequence (5.1). Recall that a new point can be accepted only when its function value is strictly less than the current worst function value. Now consider five
consecutive Nelder–Mead iterations (5.7) of types \((1, 1, \tilde{\tau}_3, 1, 1)\) in which \(x_2\) changes. After such a pattern, the newly accepted vertex is defined by

\[
\begin{pmatrix}
  u_{\ell+5} & v_{\ell+5} \\
  u_{\ell+4} & v_{\ell+4}
\end{pmatrix} = \begin{pmatrix}
  1 & -1 \\
  1 & 0
\end{pmatrix} \begin{pmatrix}
  1 - \tilde{\tau}_3 \\
  1
\end{pmatrix} \begin{pmatrix}
  1 - \tilde{\tau}_3 \\
  1 - \tilde{\tau}_3
\end{pmatrix} \begin{pmatrix}
  u_{\ell} & v_{\ell} \\
  u_{\ell-1} & v_{\ell-1}
\end{pmatrix}
\]

\[(5.21)\]

The first row of this relation gives

\[
(\begin{pmatrix}
  u_{\ell+5} & v_{\ell+5}
\end{pmatrix}, \begin{pmatrix}
  u_{\ell-1} & v_{\ell-1}
\end{pmatrix}) = (\begin{pmatrix}
  u_{\ell-1} & v_{\ell-1}
\end{pmatrix}, \begin{pmatrix}
  u_{\ell} & v_{\ell}
\end{pmatrix})
\]

so that \(x_2^{(\ell+5)} = x_3^{(\ell)}\), which implies the impossible result that the newly accepted vertex is the same as the worst vertex in a previous simplex. Hence the type sequence \((1, 1, \tilde{\tau}_3, 1, 1)\) cannot occur.

Figure 6 depicts these unacceptable move sequences geometrically. From left to right, we see five consecutive reflections; two reflections, an outside contraction, and two further reflections; and two reflections, an inside contraction, and two more reflections.

If we eliminate both the norm-reducing patterns (5.20) and the illegal pattern \((1, 1, *, 1, 1)\), only three valid 6-move sequences remain during which \(Q\) might stay unchanged:

\[(1, 1, 1, 1, c, 1), \quad (1, c, 1, 1, 1, 1), \quad \text{and} \quad (1, c, 1, 1, c, 1).\]

Examination of these three cases shows immediately that no legal sequence of 7 steps exists for which \(Q\) can remain constant, since the next move creates either a norm-reducing or illegal pattern. In particular, for all legal sequences of 7 steps it holds that

\[\|q_{\ell+7}\| \leq \beta_{cc}\|q_{\ell}\| < 0.7216\|q_{\ell}\|\]
We conclude that \(|q_\ell| \to 0\) and hence, using (5.14), that \(Q(u_\ell) \to 0\), as desired. This completes the proof of Lemma 5.1. \(\Box\)

To finish the proof of Theorem 5.1, we note that, in the case when \(x_1^{(k)}\) eventually becomes constant, the just-completed proof of Lemma 5.1 implies convergence of \(x_2\) and \(x_3\) to \(x_1\), which gives \(f_1^* = f_2^* = f_3^*\), as desired. \(\Box\)

5.2. Convergence of simplex diameters to zero. Knowing that the vertex function values converge to a common value does not imply that the vertices themselves converge. We next analyze the evolution of the shapes of the triangles \(\Delta_k\) produced by the Nelder–Mead algorithm on a strictly convex function in \(\mathbb{R}^2\). First, we show that they “collapse” to zero volume, i.e., to either a point or a line segment.

**Lemma 5.2.** (Convergence of simplex volumes to zero.) Assume that \(f\) is a strictly convex function on \(\mathbb{R}^2\) with bounded level sets and that the Nelder–Mead algorithm with reflection coefficient \(\rho = 1\), expansion coefficient \(\chi = 2\), and contraction coefficient \(\gamma = \frac{1}{2}\) is applied to \(f\) beginning with a nondegenerate initial simplex \(\Delta_0\). Then the simplices \(\{\Delta_k\}\) generated by the algorithm satisfy

\[
\lim_{k \to \infty} \text{vol}(\Delta_k) = 0.
\]  

**Proof.** We know from Theorem 5.1 that the limiting function values at the vertices are equal, say to \(f^*\). If \(f^* = f_{\text{min}}\), then by strict convexity this value is assumed at a unique point, in which case the desired result (5.22) follows immediately and the proof is complete. Furthermore, Lemma 5.1 shows that, if the best vertex \(x_1\) eventually becomes constant, then the remaining two vertices converge to \(x_1\), and (5.22) holds in this case also.

In the rest of the proof we assume that \(f^* > f_{\text{min}}\) and that \(x_1\) changes infinitely often. Corresponding to \(f^*\), we define the level set \(\mathcal{L}_*\) and its boundary \(\Gamma_*\):

\[
\mathcal{L}_* = \{x \mid f(x) \leq f^*\} \quad \text{and} \quad \Gamma_* = \{x \mid f(x) = f^*\}.
\]

It follows from our assumptions about \(f\) that \(\mathcal{L}_*\) is nonempty, closed, and strictly convex.

The proof is obtained by contradiction. Suppose that (5.22) does not hold, so that

\[
\limsup_{k \to \infty} \text{vol}(\Delta_k) > 0.
\]

We know that all Nelder–Mead simplices \(\Delta_k\) lie inside the compact level set \(\{x \mid f(x) \leq f(x_3^{(0)})\}\), and that all vertex function values converge to \(f^*\). Hence we can extract at least one subsequence \(\{k_j\}\) of iterations such that the simplices \(\Delta_{k_j}\) satisfy

\[
\lim_{j \to \infty} \Delta_{k_j} = T,
\]

where \(T\) is a triangle of nonzero volume whose vertices all lie on \(\Gamma_*\).

Next we consider properties of the set \(\mathcal{T}_*\) of all triangles \(T\) satisfying (5.25) for some subsequence \(k_j\). Since shrink steps cannot occur, a Nelder–Mead iteration on a given triangle is specified by two values: a distinguished (worst) vertex and a move type \(\tau\), where \(\tau\) is one of \((1, 2, \frac{1}{2}, -\frac{1}{2})\). For each sequence \(k_j\) satisfying (5.25) with limit triangle \(T\), there is a sequence of pairs of distinguished vertices and move types associated with moving from \(\Delta_{k_j}\) to the next simplex \(\Delta_{k_j+1}\). For any such pair that
occurs infinitely often in the sequence of iterations \( \{k_j\} \), the vertices of \( \Delta_{k_j+1} \), the successor simplices, are a continuous function of the vertices of \( \Delta_{k_j} \). Since all limit vertex function values are equal to \( f^* \), so that all limit vertices lie on \( \Gamma_* \), there is a subsequence \( \{k_{j_i}\} \) of \( \{k_j\} \) such that

\[
\lim_{i \to \infty} \Delta_{k_{j_i}+1} \to \tilde{T} \in \mathcal{T}_*.
\]

We conclude that for every triangle \( T \) in \( \mathcal{T}_* \), there is a Nelder–Mead move which, applied to \( T \), yields a new triangle \( \tilde{T} \) in \( \mathcal{T}_* \). A similar argument shows that every triangle in \( \mathcal{T}_* \) is the result of applying a Nelder–Mead move to another triangle in \( \mathcal{T}_* \).

Next we consider sequences of possible Nelder–Mead moves among elements of \( \mathcal{T}_* \). Observe first that no move of type \(-1\) (inside contraction) can occur, since the new vertex would lie inside the convex hull of the original three vertices, contradicting the fact that the original three vertices and the new vertex must lie on \( \Gamma_* \).

The volumes of triangles in \( \mathcal{T}_* \) are bounded above because all vertices of such triangles lie on the boundary of \( L_* \). Define

\[
V = \sup \{ \text{vol}(T) \mid T \in \mathcal{T}_* \},
\]

where \( V > 0 \) because of assumption (5.24), and choose a triangle \( T' \) in \( \mathcal{T}_* \) for which

\[
\text{vol}(T') > \frac{1}{2} V.
\]

Let \( V_* \) be the volume of the level set \( L_* \), and define the integer \( h_* \) as

\[
h_* = 1 + \left\lceil \frac{V_*}{V} \right\rceil.
\]

Now consider all sequences of \( h_* \) consecutive simplices produced by the Nelder–Mead algorithm applied to the initial simplex \( \Delta_0 \),

\[
\Delta_{r+1}, \Delta_{r+2}, \ldots, \Delta_{r+h_*},
\]

and define a sequence \( \{T_i\} \) of \( h_* \) triangles in \( \mathcal{T}_* \), ending with the triangle \( T' \) of (5.27), by extracting a subsequence \( \{m_j\} \) for which

\[
\lim \Delta_{m_{j_i}+1} = T_i \quad \text{for } i = 1, \ldots, h_* \quad \text{with} \quad T_i \in \mathcal{T}_* \quad \text{and} \quad T_{h_*} = T'.
\]

During any sequence of consecutive Nelder–Mead moves of type 1 (reflections), volume is preserved (see Lemma 3.1) and all triangles are disjoint; no triangle can be repeated because of the strict decrease requirement on the vertex function values. Suppose that there is a sequence of consecutive reflections in the set of iterations \( m_1 + 1, \ldots, m_j + h_* \); then the associated limiting triangles have disjoint interiors, cannot repeat, and lie inside the curve \( \Gamma_* \). Since the volume enclosed by \( \Gamma_* \) is \( V_* \), there can be at most \( h_* - 1 \) consecutive reflections (see (5.28)), and it follows that, for some \( i \), the move from \( T_i \) to \( T_{i+1} \) is not a reflection.

Consider the first predecessor \( T_i \) of \( T_{h_*} \) in the sequence (5.30) for which \( \text{vol}(T_i) \neq \text{vol}(T_{h_*}) \). The Nelder–Mead move associated with moving from \( T_i \) to \( T_{i+1} \) cannot be a contraction; if it were, then

\[
\text{vol}(T_i) = 2 \text{vol}(T') > V,
\]

which is impossible by definition of \( V \) (5.26) and \( T' \) (5.27). Thus, in order to satisfy (5.30), the move from \( T_i \) to \( T_{i+1} \) must be an expansion step, i.e., a move of type 2.
We now show that this is impossible because of the strict convexity of $L_*$ and the logic of the Nelder–Mead algorithm.

For the sequence $\{m_j\}$ of (5.30), the function value at the (accepted) expansion point must satisfy $f(x_{(m_j+i)}^*) \geq f^*$, since the function values at all vertices converge from above to $f^*$. The reflection point $r_i$ for $T_i$ is outside $T_i$ and lies strictly inside the triangle $T_{i+1}$, all of whose vertices lie on the curve $\Gamma_*$. (See Figure 7.) Since the level set $L_*$ is strictly convex, $f(r_i)$ must be strictly less than $f^*$, the value of $f$ on $\Gamma_*$, and there must be a small open ball around $r_i$ within which the values of $f$ are strictly less than $f^*$.

![Figure 7](image_url)

**Fig. 7.** Position of the reflection point $r_i$ when the vertices of $T_i$ and the expansion point (the new vertex of $T_{i+1}$) lie on the boundary of a bounded strictly convex set.

The test reflection points $x_{(m_j+i)}^r$ converge to $r_i$, and hence eventually $f(x_{(m_j+i)}^r)$ must be strictly less than $f^*$. It follows that the Nelder–Mead algorithm at step $m_j + i$ could have chosen a new point (the reflection point) with a lower function value than at the expansion point, but failed to do so; this is impossible, since the Nelder–Mead method accepts the better of the reflection and expansion points. (Note that this conclusion would not follow for the Nelder–Mead algorithm in the original paper [6], where the expansion point could be chosen as the new vertex even if the value of $f$ at the reflection point were smaller.) Thus we have shown that the assumption $\limsup_{k \to \infty} \text{vol}(\Delta_k) > 0$ leads to a contradiction. This gives the desired result that the Nelder–Mead simplex volumes converge to zero. 

Having shown that the simplex volumes converge to zero, we now prove that the diameters converge to zero, so that the Nelder–Mead simplices collapse to a point.

**Theorem 5.2.** (Convergence of simplex diameters to zero.) Let $f$ be a strictly convex function on $\mathbb{R}^2$ with bounded level sets. Assume that the Nelder–Mead algorithm with reflection coefficient $\rho = 1$, expansion coefficient $\chi = 2$, and contraction coefficient $\gamma = \frac{1}{2}$ is applied to $f$ beginning with a nondegenerate initial simplex $\Delta_0$. Then the simplices $\{\Delta_k\}$ generated by the algorithm satisfy

\begin{equation}
\lim_{k \to \infty} \text{diam}(\Delta_k) = 0.
\end{equation}

**Proof.** The proof is by contradiction. Lemma 5.2 shows that $\text{vol}(\Delta_k) \to 0$. Since reflection preserves volume, infinitely many nonreflection steps must occur.

Suppose that the conclusion of the theorem is not true, i.e., that $\text{diam}(\Delta_k)$ does not converge to zero. Then we can find an infinite subsequence $\{k_j\}$ for which the associated simplices $\Delta_{k_j}$ have diameters bounded away from zero, so that

\begin{equation}
\text{diam}(\Delta_{k_j}) \geq \alpha > 0.
\end{equation}
For each \( k_j \) in this subsequence, consider the sequence of iterations \( k_j, k_j + 1, \ldots \), and let \( k'_j \) denote the first iteration in this sequence that immediately precedes a nonreflection step. Then the simplex \( \Delta_{k'_j} \) is congruent to \( \Delta_{k_j} \), so that \( \text{diam}(\Delta_{k'_j}) \geq \alpha \), and a nonreflection step occurs when moving from \( \Delta_{k'_j} \) to \( \Delta_{k'_j+1} \).

Now we define a subsequence \( k''_j \) of \( k'_j \) with the following properties:
1. \( \Delta_{k''_j} \) converges to a fixed line segment \([v_0, v_1]\), with \( v_0 \neq v_1 \) and \( ||v_1 - v_0||_2 \geq \alpha \);
2. each Nelder–Mead step from \( \Delta_{k''_j} \) to \( \Delta_{k''_j+1} \) has the same combination of distinguished (worst) vertex and move type among the nine possible pairs of three vertices and three nonreflection moves.

Note that the vertices of \( \Delta_{k''_j+1} \) are continuous functions of the vertices of \( \Delta_{k''_j} \) and that the values of \( f \) at all vertices of \( \Delta_{k''_j+1} \) must converge monotonically from above to \( f^* \).

The points \( v_0 \) and \( v_1 \) must lie on the boundary of the strictly convex level set \( L_* \) (5.23). If the vertices of \( \Delta_{k''_j} \) converge to three distinct points on the line segment \([v_0, v_1]\), strict convexity would imply that the function value at the interior point is strictly less than \( f^* \), which is impossible. Thus two of the three vertices must converge to one of \( v_0 \) and \( v_1 \), which means that two of the vertices of \( \Delta_{k''_j} \) will eventually lie close to one of \( v_0 \) or \( v_1 \). Without loss of generality we assume that two of the vertices are near \( v_0 \) and the remaining vertex is near \( v_1 \).

To obtain a contradiction, we show that all nonreflection steps are unacceptable.

(i) An inside contraction applied to \( \Delta_{k''_j} \) with distinguished vertex near \( v_0 \) produces a (limit) vertex for \( \Delta_{k''_j+1} \) at \( \frac{1}{2}v_0 + \frac{1}{2}v_1 \); an inside contraction with distinguished vertex near \( v_1 \) produces a limit vertex at \( \frac{1}{2}v_0 + \frac{1}{2}v_1 \). In either case, the limit vertex for \( \Delta_{k''_j+1} \) lies strictly between \( v_0 \) and \( v_1 \), giving a function value smaller than \( f^* \), a contradiction.

(ii) An outside contraction applied to \( \Delta_{k''_j} \) with distinguished vertex near \( v_0 \) produces a limit vertex for \( \Delta_{k''_j+1} \) at \( \frac{1}{2}v_0 + \frac{1}{2}v_1 \), giving a contradiction as in (i). With distinguished vertex near \( v_1 \), an outside contraction produces a limit vertex at \( -\frac{1}{2}v_1 + \frac{3}{2}v_0 \). Since \( v_0 \) and \( v_1 \) lie on the boundary of the strictly convex set \( L_* \), this limit vertex point lies outside the level set and hence has function value greater than \( f^* \). This contradicts the fact that the associated vertex function values in \( \Delta_{k''_j+1} \) must converge to \( f^* \).

(iii) An expansion step with distinguished vertex near \( v_0 \) produces a limit vertex for \( \Delta_{k''_j+1} \) at \( 3v_0 - 2v_0 \), and an expansion step with distinguished vertex near \( v_1 \) produces a limit vertex at \( 3v_0 - 2v_1 \). In both cases, the limit vertex lies outside \( L_* \). This means that its function value exceeds \( f^* \), giving a contradiction.

Since a contradiction arises from applying every possible non-reflection move to the simplex \( \Delta_{k''_j} \), the sequence \( k_j \) of (5.32) cannot exist. Thus we have shown that \( \lim \text{diam}(\Delta_k) \to 0 \), namely that each Nelder–Mead simplex eventually collapses to a point.

Note that this theorem does not imply that the sequence of simplices \( \{\Delta_k\} \) converges to a limit point \( x_* \). We do know, however, that all vertices converge to \( x_1 \) if this vertex remains constant (see Lemma 5.1); this situation occurs in the McKinnon examples [5].

6. Conclusions and open questions. In dimension 1, the generic Nelder–Mead method converges to the minimizer of a strictly convex function with bounded level sets if and only if the expansion step is a genuine expansion (i.e., if \( \rho \chi \geq 1 \)).
It is interesting that, apart from this further requirement, the conditions (2.1) given in the original Nelder–Mead paper suffice to ensure convergence in one dimension. The behavior of the algorithm in dimension 1 can nonetheless be very complicated; for example, there can be an infinite number of expansions even when convergence is $M$-step linear (Theorem 4.2).

In two dimensions, the behavior of even the standard Nelder–Mead method (with $\rho = 1$, $\chi = 2$, and $\gamma = \frac{1}{2}$) is more difficult to analyze for two reasons:

1. The space of simplex shapes is not compact, where the shape of a simplex is its similarity class; see the discussion at the end of section 2. It appears that the Nelder–Mead moves are dense in this space, i.e., any simplex can be transformed by some sequence of Nelder–Mead moves to be arbitrarily close to any other simplex shape; this property reflects the intent expressed by Nelder and Mead [6] that the simplex shape should “adapt itself to the local landscape.” This contrasts strongly with the nature of many pattern search methods [13], in which the simplex shapes remain constant.

2. The presence of the expansion step means that $\text{vol}(\Delta)$ is not a Lyapunov function\(^3\) for the iteration.

The two-dimensional results proved in section 5 seem very weak but conceivably represent the limits of what can be proved for arbitrary strictly convex functions. In particular, Theorem 5.2 leaves open the possibility that the ever-smaller simplices endlessly “circle” the contour line $f(x) = f^*$. Since no examples of this behavior are known, it may be possible to prove the stronger result that the simplices always converge to a single point $x^*$.

An obvious question concerns how the Nelder–Mead method can fail to converge to a minimizer in the two-dimensional case. Further analysis suggests that, for suitable strictly convex functions ($C^1$ seems to suffice), failure can occur only if the simplices elongate indefinitely and their shape goes to “infinity” in the space of simplex shapes (as in the McKinnon counterexample).

An interesting open problem concerns whether there exists any function $f(x)$ in $R^2$ for which the Nelder–Mead algorithm always converges to a minimizer. The natural candidate is $f(x, y) = x^2 + y^2$, which by affine-invariance is equivalent to all strictly convex quadratic functions in two dimensions. A complete analysis of Nelder–Mead for $x^2 + y^2$ remains an open problem.

Our general conclusion about the Nelder–Mead algorithm is that the main mystery to be solved is not whether it ultimately converges to a minimizer—for general (nonconvex) functions, it does not—but rather why it tends to work so well in practice by producing a rapid initial decrease in function values.
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